
ARTICLES
PUBLISHED ONLINE: 25 JANUARY 2016 | DOI: 10.1038/NCLIMATE2921

Future cost-competitive electricity systems and
their impact on US CO2 emissions
Alexander E. MacDonald1*†, Christopher T. M. Clack1,2*†, Anneliese Alexander1,2, Adam Dunbar1,
JamesWilczak1 and Yuanfu Xie1

Carbon dioxide emissions from electricity generation are a major cause of anthropogenic climate change. The deployment of
wind and solar power reduces these emissions, but is subject to the variability of the weather. In the present study, we calculate
the cost-optimized configuration of variable electrical power generators using weather data with high spatial (13-km) and
temporal (60-min) resolution over the contiguous US. Our results show that when using future anticipated costs for wind and
solar, carbon dioxide emissions from the US electricity sector can be reduced by up to 80% relative to 1990 levels, without
an increase in the levelized cost of electricity. The reductions are possible with current technologies and without electrical
storage. Wind and solar power increase their share of electricity production as the system grows to encompass large-scale
weather patterns. This reduction in carbon emissions is achieved by moving away from a regionally divided electricity sector
to a national system enabled by high-voltage direct-current transmission.

Carbon dioxide (CO2) release from burning fossil fuels is a
major contributor to climate change1. Without significant
action to curb these emissions, humans and the natural

world will face increasing penalties2–5. In contrast with the negative
e�ects of CO2 emissions are the benefits of cheap energy; electricity
in particular is strongly linked to advanced national economies
and high living standards6. Any solution to mitigate CO2 must be
economical for it to succeed.

Wind and solar power have very low life-cycle CO2 emissions7.
Integrating large amounts of wind and solar would decrease CO2
emissions drastically; however, they are dependent on the weather.
The variability of the weather has led to the assumption that
all weather-dependent renewable energy technologies need to be
supported by backup fossil fuel generation or storage on a significant
basis, causing costs to soar8. Paradoxically, the variability of the
weather can provide the answer to its perceived problems.

Because Earth’s mid-latitude weather systems cover large
geographic areas, the average variability of weather decreases as
size increases9; if wind or solar power are not available in a small
area, they are more likely to be available somewhere in a larger
area. Even more importantly, access to electricity over a large region
allows locations with rich wind and solar resources to supply cheap
power to distant markets. The key enabling technology for the
large geographic domains favoured for wind and solar power is a
network of high-voltage direct-current (HVDC) transmission lines.
Electrical storage can also reduce the intermittency of wind and
solar, but at a higher cost than HVDC transmission lines.

Our study targets the contiguous US electricity sector to find
cost-optimal networks of wind and solar generators that fulfil the
requirements of an electrical power system. We show that the US
can reduce CO2 emissions from the electricity sector by 33–78% at
approximately the same cost of electricity as in 2012. In recent years,
similar tools have been developed that deal with electrical power
ystem optimization, for example, MARKAL, NEMS,WEM, ReEDS,
SWITCH, US-REGEN and ReNOT (refs 10–18). Our National

Electricity with Weather System (NEWS) model di�ers from these
models in its use of weather data with high temporal and spatial
resolution, broad geographic areas, and extended time periods.
Further, it co-optimizes dispatch, transmission and capacity
expansion, allowing cost savings from geographic diversity, load
smoothing, transmission expansion, reserve pooling and decreased
energy density requirements. We integrate complex weather data
over continental-scale geography while still handling the salient
features of an electrical power system. NEWS implicitly computes
the security-constrained unit commitment and economic dispatch,
explicitly determines the planning reserves, load-following reserves
and calculates the hourly transmission power flow, the capacity
expansion of generators as well as transmission expansion. These
constraints can be found in Supplementary Information Section 1.6.

Several studies have appeared over the past few years examining
very high penetration levels of variable generation (close to 100%);
these studies model renewable energy domination of the electricity
sector. Two of these use subsets of the US, both spatially and
temporally19,20. To get very high penetrations of variable generation
they either constrain the fossil fuels or assume low-cost storage.
Further, transmission is assumed to be perfect, an assumption that
we do not make. A further study21 considers the entire contiguous
US is considered, but with large amounts of spatial aggregation
along with a longer time series. However, the longer time series
is simplified by utilizing only a small subset of those data. Also,
they cost-optimize predetermined resource sites to balance the load.
Aside from the resource data, the critical di�erence in these models
compared with NEWS is the co-optimized structure of the NEWS
model, which solves for the minimum total system cost, including
both generation and transmission simultaneously.

The NEWS model is intended to be a hybrid capacity
expansion and production cost model. The hybrid approach
allows for cost reductions because the capacity expansion is
decided in parallel with the dispatch of the generators instead
of in serial. Supplementary Information Section 1 provides more
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Figure 1 | The wind and solar PV power potential over the contiguous US. a,b, Wind at 90 m above ground level (a) and solar PV resource potential (b)
over the US using the high-resolution weather data and power-modelling algorithms for 2006–2008. The potential is presented as the expected
percentage of installed capacity power (capacity factor). Black/blue represents very low resource potential whereas red/violet indicate very good resource
potential for that technology. The range of values is di�erent for wind and solar PV. The description of the wind and solar PV power modelling is given in
Supplementary Information Section 1.1.2.

details on the mathematics of the optimization. Further discussion
of the optimization technique can also be found in ref. 22.
The study uses hourly wind speed and solar irradiance for the
years 2006–2008 using an advanced weather assimilation model
on a 13-km grid23. The weather assimilation model extrapolates
extensive weather observations over a uniformly spaced grid
utilizing mathematical operators consistent with atmospheric
dynamics and physics. We convert the weather data into electrical
power output for wind turbines and solar photovoltaic (PV) panels
with sophisticated power-modelling algorithms to mimic current
technology behaviour (see Supplementary Information Section 1 for
the methods).

Figure 1 shows the wind and solar PV resource potential over
the US. It demonstrates the high level of detail contained in the
weather and power data sets; there are ⇠152,000 spatial grid points
in the data set. The panels in Fig. 1 show the temporal averages
for 2006–2008; the data set contains ⇠27,000 hourly time steps.
Figure 1a highlights that the locations across the US that have a
high wind resource potential are predominantly away from densely
populated regions, whereas Fig. 1b shows that the best solar PV
resources are located in the desert southwest. The wind power data
set is described in more detail in ref. 24. We did not explicitly treat
wake e�ect interactions between wind turbines because the number
of wind turbines is a dependent variable within the optimization and
doing so would have made the problem intractable. The resulting
distribution of wind turbines across the US does not extract more
than 0.5Wm�2 on average from their grid cells.

Because weather is a major driver of electrical power use, we
compiled the concurrent electricity demand for each market area
and each hour of 2006–2008 (ref. 25). It is recognized that electrical
power system dispatch includes timescales shorter than one hour,
and that sub-hourly variability of wind and solar PV can be
significant. However, the currentNEWSmodel cannot address these
high-frequency fluctuations because current data sets of electricity
demand, as well as output from weather assimilation models, are
not available at higher temporal resolution for the geographic scales
we are modelling. Furthermore, the geographic scales considered
in the present study e�ectively eliminate sub-hourly variability due
to aggregation26.

We selected 2030 as the reference year to create a cost-minimized
electrical power system, and included a 14% increase in electricity

demand above our baseline years of 2006–2008. The main reason
for choosing a reference year of 2030 is that the cost estimates for
all of the technologies become increasingly uncertain at longer time
horizons. The increase in electricity demand is found by tracking
GDP growth and contraction to 2011, then estimating a 0.7%
growth per annum, in line with EIA estimates27. Supplementary
Fig. 4 shows the aggregated hourly US electricity demand. Cost
estimates for generators are continually evolving, so to provide
rigorous estimates we compiled cost projections from numerous
studies available at the time of the simulation runs and constructed
three 2030 scenarios that span a range of future costs. The reader
can refer to Supplementary Information Section 1.4 (Supplementary
Fig. 6 and Supplementary Table 3) for a detailed description of
the cost estimates used. The first was the high-cost renewable and
low-cost natural gas (HRLG) scenario, which is similar to costs in
2012. The second was the low-cost renewable and high-cost gas
(LRHG) scenario, in which the US achieves future expected cost
reductions for renewable energy and faces increased demand for
natural gas. Finally, we took the average of those two estimates to
create the mid-cost renewable and mid-cost natural gas (MRMG)
scenario.We assume that generator and transmission purchase costs
are fully amortized over thirty years with a real discount rate of
6.6%. The costs are socialized equally among all of the di�erent
geographic regions of the contiguous US. Further, there are no
increased capacity payments in themodel because the purchases are
simply assumed to be all debt repaid over the thirty years.

The study focused on three main generation technologies; wind
turbines, solar PV, and natural gas combined cycle turbines, while
one simulation also included coal plants. Natural gas is an e�ective
complement to wind and solar PV because it has lower greenhouse
gas emissions than other fossil fuels, and has the advantage of
being able to rapidly change power output. Starting from nuclear,
hydroelectric (no pumped hydroelectric is considered), wind, and
solar PV plants that existed in 2012, our optimization model
designs a new cost-optimal electrical power system for the entire
contiguous US. The solution comprises wind, solar PV, natural
gas, nuclear and hydroelectric generators. It also includes an
HVDC transmission network that can transmit electricity over long
distances, which high-voltage alternating current (HVAC) cannot
do. In addition, HVDC is more e�cient and cheaper than HVAC
(ref. 28). Ourmodel’s key constraint is that it must provide electrical
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Figure 2 | The US electricity sector CO2 emissions (left axis, bars) and levelized cost of electricity (right axis, diamonds). The blue bars are for historical
data and an International Energy Agency projection to 2030 (ref. 6). The green bars represent results from our optimization model (the values are the
average of the three years of simulations). The coal scenario is identical to the HRLG scenario, but with the inclusion of coal plants. The red diamonds
represent the levelized cost of electricity per kilowatt-hour (kWh) to consumers in 2013US$. The percentages show the change of CO2 emissions relative
to 1990 levels.

power for every hour to every market while operating within
current technology limits (see Supplementary Information Section 1
for methods).

The IEA World Energy Outlook (WEO) 2013 estimates that the
levelized cost of electricity (LCOE), in 2013US$, to US customers
will be 11.5¢, with a range between 8.5¢ and 14.5¢, per kWh by
2030, and CO2 emissions will be 6% higher than in 1990 (ref. 6).
The EIAAnnual EnergyOutlook (AEO) 2015 also estimates that the
LCOE to US customers will be 11.5¢ per kWh (ref. 29). The LCOE
toUS customers includes the generation, transmission, distribution,
O&M and fuel costs. The same applies to results from the NEWS
model. Although our study focused on three main technologies,
coal at present plays a major role in electricity generation in the
US. In Fig. 2 we show results from optimization model runs that
included coal (without carbon capture and sequestration (CCS));
CO2 emissions were 37% higher than 1990 levels and the LCOE
was 8.5¢ kWh�1 (ref. 29). The cost of electricity for comparison is
estimated using the optimization model output and assuming that
the split of costs remains the same as at present—that is, 68% for
generation and transmission and 32% for distribution. The costs of
nuclear and hydroelectric generation are 6¢ kWh�1 and 2¢ kWh�1,
respectively. Although somewhat less expensive than the other
NEWS solutions, the coal scenario does notmitigate CO2 emissions.
Any proposed solution to mitigate CO2 emissions cannot have
substantial coal without CCS. Storage was considered and available
in the optimization model; however, in preliminary simulations
it was not selected in national solutions at a cost of US$1.50 per
watt installed (more can be found in Supplementary Information
Section 1.4). Therefore, for simplicity we removed it from the
model. All other generation technologies were excluded from the
optimization on the basis of cost projections that make them non-
cost-competitive, or because of their current lack of large-scale
commercial availability; including geothermal, concentrating solar
power, andmarine-hydro-kinetics. Further, the NEWS scenarios do
not model fossil fuel generator stranded assets. However, we note
that there is a significant turnover of fossil fuel generators on decadal
timescales and, in particular, large numbers of coal plants are at
present being retired for age, economic or environmental reasons.

Figure 2 indicates that, with current technologies, CO2 emissions
would be reduced by 33%, 61% and 78% relative to 1990 levels
according to the HRLG, MRMG and LRHG scenarios, respectively.
With a LCOE at 8.6¢, 10.2¢ and 10.0¢ kWh�1, the three scenarios
are below the 2030 reference LCOE of 11.5¢ kWh�1, estimated
by both the WEO 2013 and AEO 2015. Therefore, with existing
technologies, the US electricity sector can substantially reduce its
CO2 emissions by 2030 without an increase in the LCOE, assuming
learning curve cost reductions in wind and solar PV and the
facilitation of a national HVDC transmission grid overlay. Using
the LRHG scenarios (2006–2008), US power consumers could save
an estimated US$47.2 billion annually with a national electrical
power system versus a regionally divided one (⇠1.1¢ kWh�1). This
amounts to almost three times the cost of the HVDC transmission
per year.

The model-produced electrical power system is a complex
amalgam of variable and conventional generators, HVDC
transmission lines and varying electrical load. Another component
of the optimization model is that it simultaneously computes
the locations of each generator and the capacity of each HVDC
transmission line, dispatches each generator every hour at each
location, and calculates the power flow (with losses) within the
HVDC transmission network. The HVDC transmission network
is a web of lines that connects 32 nodes, allowing power to flow
between each region. The siting of the generators is bounded
by numerous constraints, and care was taken to incorporate
these restrictions within the model. For example, the nuclear and
hydroelectric power plants are placed where they existed in 2012,
the optimization can select to build natural gas and coal plants only
where a fossil fuel plant existed in 2012 (to ensure the necessary
infrastructure exists), and wind and solar PV plants cannot be
built on protected lands, within urban areas or on steep slopes. See
Supplementary Information Section 2.2 for details.

The selected locations of the wind and solar PV plants in
the cost-optimized solutions are geographically dispersed over
the entire contiguous US (Fig. 3). The electrical power system
shown in Fig. 3 is for the LRHG scenario using data year 2007.
It includes 523 gigawatts (GW) of wind (22MW o�shore, seen
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Figure 3 | Cost-optimized single electrical power system for the contiguous US, using data year 2007. The colours indicate that a model grid cell has a
technology sited within it. Onshore wind and solar PV are split into three bins to designate the density of installations. For wind the bins are: less than
0.5 W m�2; between 0.5 W m�2 and 1.5 W m�2; above 1.5 W m�2. For solar the bins are: less than 5 W m�2; between 5 W m�2 and 10 W m�2; above
10 W m�2. The grey lines show the HVDC transmission network. The outer pie chart represents the installed capacity, whereas the inner pie chart shows
the electricity demand met by each technology.

halfway down the Maine coastline), 371GW of solar PV, 461GW
of natural gas, 100GW of nuclear, and 74GW of hydroelectric, for
a total of 1,529GW installed capacity. The very small amount of
o�shore wind (22MW) demonstrates the cost e�ciency of HVDC
transmission to be able to transmit the power from the high plains
to the coast rather than building wind turbines o�shore. Compared
with 2012 that represents a total increase in capacity of 31%.
Natural gas capacity falls by 25GW, whereas wind and solar PV
rise by 463GW (a factor of eight) and 368GW (a factor of 62),
respectively27. The inner pie chart in Fig. 3 shows that wind provides
the dominant share of electricity at 38%, natural gas contributes
21%, solar PV 17%, and the remainder is fulfilled by nuclear and
hydroelectric (16%and 8%, respectively). In otherwords, natural gas
reduces its contribution by 9% relative to 2012, whereas wind and
solar PV substantially increase their share to replace the other fossil
fuels and displace some natural gas. The reader is encouraged to
compare this result with those found in Supplementary Information
Section 2 for all the other scenario runs.

The land taken out of its current uses and converted into power
production is 6,570 km2 (460 km2 for wind and 6,110 km2 for solar
PV), or 0.08% of the contiguous US. The HVDC transmission
network provides the access to these distant areas at a share of 4%
of the cost of the electricity. A further benefit from this scenario
is a significant drop of 65% in water consumption for electricity
generation relative to 2012, predominantly because fewer steam
turbines and cooling towers are needed30. More detailed results are
presented in the Supplementary Information Section 2.

In the current US electricity sector there is no single electrical
power system; there are three large connected regions known as
interconnects, which are further divided into balancing authority
areas (BAAs) that are designed to maintain supply and demand
of electricity within their respective areas. Small, self-contained

areas will diminish the e�cacy of power generation from wind and
solar PV because the local resources will be more correlated in
time than geographically separated sites. In Fig. 4a the dependency
on electrical power system size can be observed. As the size of
the connected system grows, the amount of wind and solar PV
generation increases. Moreover, the cost of electricity decreases as
the area increases, because the system has access to more remote,
rich resources and the correlation between connected sites weakens.
The amounts by which the wind and solar PV installations grow and
the costs decrease vary by scenario, but the trend persists in each. It is
worthmentioning that, even in the single connected electrical power
system, there can be thirty-two asynchronous subsystems that are
connected by theHVDC. TheHVDC reduces the potential of whole
electrical power system blackouts because the entire systemdoes not
need to operate at the exact same frequency. Therefore, when faults
occur, regions of the electrical power system can be isolated from
the remainder.

Natural gas is a commodity and its cost to the electricity
sector fluctuates continuously. During the decade of 2004–2014 the
average monthly cost of natural gas for electricity has been as low as
US$2.81 and as high as US$12.41 per million British thermal units
(MM Btu). One MM Btu is equivalent to 1.054615 GJ. (ref. 31).
Because the NEWS model minimizes the total system cost, the
deployment of wind and solar PV in our model is linked to the cost
of natural gas; as it increases so does the installed capacity of wind
and solar PV. There is always a critical cost of natural gas where
the system rapidly installs more wind and solar PV. Figure 4a,b
can be used together to estimate the additional amounts of carbon-
emission-free generation that could be economically deployed in
2030 for the same LCOE if a national HVDC-enabled system
were implemented. For example, for ⇠11¢ kWh�1 there is ⇠75%
carbon-emissions-free generation for themid renewable costs in the
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Figure 4 | Sensitivity to geographic scale and natural gas price. a,b, Influence of area (a) and natural gas cost (b) on the amount of carbon-emission-free
generation. The green-hashed area represents the carbon-emissions-free generation of the HRLG scenario, whereas the grey area shows extra
carbon-emissions-free generation created in the LRHG scenario. The blue dot-dashed line is the midrange (MRMG) value of the share of demand met by
non-fossil fuel generation. The grey, blue and green diamonds show the LRHG, MRMG and HRLG cost scenarios LCOE to customers, respectively. The
values shown are the three-year averages. The shaded arrow in b denotes natural gas costs to electricity utilities over the past decade (2004–2014).

national system (from Fig. 4b, columns for US$12–13 per million
British thermal units (MM BTU)), but only ⇠40% with systems on
the scale of the 2012 BAAs (from Fig. 4a, 63,129 km2 column).

The formidable challenges associatedwith a large transformation
of the US electrical power system by the 2030s include: the
integration of variable generators; changes to the existing regulatory,
commercial and legal system; and investments in a HVDC network
and new power plants. Importantly, if the electricity sector is
decarbonized, there are good prospects that electrical vehicles,
heat pumps, and other electricity-based technologies can similarly
reduce CO2 across the entire energy sector. Although it would
be a di�cult transition, the challenges are not dissimilar to
previous US projects for the creation of national markets, such as
the transcontinental railroads of the nineteenth century, and the
interstate highway system of the twentieth century.
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1 Methods

1.1 Weather and Electrical Power Modeling

To adequately incorporate weather-driven renewable electricity into an electric grid system model requires
an accurate assessment of the wind and solar electricity capable of being generated. The wind and solar
electricity production depends, among other things, on characteristics of the weather, which are best pro-
vided by numerical weather prediction (NWP) assimilation models that are used for operational weather
forecasting. Operational NWP models assimilate large amounts of local and global meteorological ob-
servations routinely, and provide consistent meteorological information over large geographic areas. The
assimilation model data used should be of high temporal and spatial resolution, so as to realistically de-
pict the variability of the atmosphere over the time and spatial scales required by the power system. The
present paper has leveraged many years of development of high-resolution assimilation models at the Na-
tional Oceanic and Atmospheric Administration, and uses the data to investigate cost-optimized wind and
solar electricity production within the US electric power system for cost projections to 2030.

High-spatial-resolution weather data facilitates the ability to have different sized electric power systems
each containing a relatively large number of potential wind and solar resource sites for the optimization
model to select from. Severely limiting the number of choices for the optimization restricts the fidelity and
value of the model. For the present study there were a total of 36,791 model grid cells identified as potential
wind and/or solar resource sites, from a possible ⇠152,000 (see section 1.2 on how sites were discarded).
For comparison, the Renewable Electricity Futures study (REFS) led by the DOE/ National Renewable
Energy Laboratory had 356 wind (with five different technologies available) and solar sites for the entire
US (8), while the SWITCH model being developed at the University of California, Berkley currently only
models the Western Interconnect and has a total of 1,527 sites for wind (15). As a result, the present study
provides maps of optimal wind and solar sites down to the 13km model grid resolution of the spanning the
entire Contiguous United States (CONUS), something not available from these previous studies.

The temporal resolution of the meteorological data is also essential for generating a realistic optimal
solution. We produced three years of data at hourly resolution for all of the resource sites, resolving diurnal,
weekly, seasonal, and annual resource variations. At least one chronological year of hourly data were
used for any individual analysis. In comparison, REFS used 17 time-slice averages, while the SWITCH
study used 12 monthly averaged 24-hour diurnal profiles, for a total of 280 effective time steps. The higher
temporal resolution allows for a more accurate dispatch of electricity required to keep the grid in continuous
balance. The remainder of the present subsection describes the methodology of how the weather datasets
were obtained and processed into power data.

1.1.1 Weather Data

The primary meteorological data utilized were obtained from the analysis fields of the 13-km Rapid Update
Cycle (RUC) assimilation model (33, 34) used operationally at the National Centers for Environmental
Prediction (NCEP) from 1998 until 2012. The RUC utilizes 3-D variational analysis (3DVAR), where the
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cost function is given by (35)

J(x) =
1

2
(x� xb)

TB�1(x� xb) +
1

2
[y �H(x)]

T
R�1 [y �H(x)] , (1)

where x is the analysis vector, xb is the model background vector, B is the static background error co-
variance matrix, y is the observation vector, H is the (linearized) observation operator, and R is the ob-
servation error covariance matrix. The output analysis field is the minimization of Eq. (1) at x = xa. For
the model background vector, the RUC uses the previous hour’s cycle forecast hour one, so the change in
the variables due to the NWP physics from the analysis time is relatively small. The RUC procedure uses
Gridpoint Statistical Interpolation (GSI) 3-DVAR followed by a Digital Filter Initialization (DFI) to enhance
variable consistency. The data assimilation in the RUC used in excess of 20,000 observations each hour,
making it extremely data rich and highly constrained. Since the RUC is updated every hour, we had access
to the analysis field for almost all hours for the three-year period of 2006–2008 (for 2.4% of the hours,
the archived data were either corrupted or contained missing cycles). The critical point to this approach
is that the weather data input here is a highly accurate estimation of the state of the atmosphere over the
contiguous US. Further, lengthy forecasts are not required since we use the model analysis fields, which
removes a potential source of error from the dataset. The full three-dimensional RUC assimilation matrices
were collated and stored to be used for power modeling (described in subsection 1.1.2).

The RUC assimilation model output did not include analysis fields for shortwave or long-wave radiation.
Therefore, to enable the production of an accurate solar dataset, we use a combination of RUC analysis
model variables (hydrometeors, pressure, temperature, and relative humidity) together with satellite data.
Geostationary Operational Environmental Satellite (GOES) data were obtained every 15 minutes for the
three-year period. The data we obtained were in five channels; three in the infrared spectrum (shortwave 4-
micron, long-wave 11-micron, and long-wave 13-micron), the visible spectrum, and a water vapor channel.
There was a small percentage of time when satellite data were unavailable due to maintenance or other
malfunctions, which resulted in a dataset with 87.99% of the hours having all five channels. The spatial
resolution of the satellite data is 4-km, except for the visible which is 1-km.

Since the spatial resolution of the RUC is at 13 km and the temporal resolution is 60 minutes, we
perform averaging to bring the satellite data to the RUC model space. A decision was made to scale to
the coarser resolution to keep the mathematical optimization more tractable. The spatial averaging is a
cubic-spline fit from 4-km (and 1-km) to the 13-km grid. The temporal interpolation was only used if the top
of the hour (hh:00) was not available (aligned to the NWP analysis hour), and a linear interpolation was
applied for successive 15-minute intervals around the top of the hour up to a maximum of 45 minutes each
side of that hour. If there were no data for the whole period of (hh-1):15–hh:45 no interpolation was applied
and no satellite data is reported. In total, we created a satellite dataset that has all five channels on 23,145
hours of the possible 26,304 hours between 2006–2008. When there was no satellite data, the irradiance
model used just the RUC assimilation model data.

It would have been possible to use an existing algorithm to estimate solar irradiance, see e.g., (36–39),
but when the project began they were very new. In addition, they were being produced on different grids
and solely relied on satellite data. We decided to produce a solar irradiance dataset that was temporally and
spatially aligned with the wind speed dataset. Thus, we needed to devise a method to produce the solar
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irradiance estimates. To enable that goal, we collected solar measurements from the SURFace RADiation
budget (SURFRAD) network [www.esrl.noaa.gov/gmd/grad/surfrad/] and the Integrated Surface Irradi-
ance Study (ISIS) Network [www.esrl.noaa.gov/gmd/grad/isis/]. These two networks provide some of
the best quality solar irradiance measurements over the contiguous US. For more information of the two
networks, see e.g., (40–42). The locations of the SURFRAD sites used are: Bondville IL, Table Mountain
CO, Desert Rock NV, Goodwin Creek MS, Fort Peck MT, Penn State University PA, and Sioux Falls, SD.
The locations of the ISIS sites used are: Albuquerque NM, Madison WI, Salt Lake City UT, Sterling VA,
Hanford CA. There are three sites from the ISIS network that were not active during the study dates of
2006–2008 and, therefore, are not included (Seattle WA, Bismarck ND, and Tallahassee FL).

The SURFRAD and ISIS site measurements of direct normal irradiance (DNI), diffuse horizontal irra-
diance (DHI), and zenith angle are taken as the truth and are provided at a frequency of three minutes.
The SURFRAD and ISIS sites measure global horizontal irradiance (GHI); however, the direct GHI mea-
surements are less accurate than calculating the GHI from the DNI and DHI measurements, known as the
component-sum technique (43)

GHI = DNI · cos (sza) + DHI, (2)

where cos (sza) is the cosine of the zenith angle at the site.
To compensate for the fact that the SURFRAD and ISIS sites are point measurements and the RUC

assimilation model variables represent a grid cell average, we averaged the solar irradiance measurements
over time. The solar irradiance measurements are averaged from six minutes before the top of the hour
to six minutes after the top of the hour (five measurements). The averaging time was chosen to match
the average advection time of clouds through a RUC grid cell (see section 1.1.2). It is designed to be
short enough that the clouds do not have enough time (on average) to advect fully out of a RUC grid
cell, but long enough to provide some averaging of scattered clouds. We investigated several averaging
time scales and determined that the chosen time scales gave the best overall performance. The ground
measurements were temporally aligned with the assimilation data and the satellite data and quality control
was performed. The instrument errors were taken to be ±1% of the observed value (see documentation at
www.esrl.noaa.gov/gmd/grad/instruments.html).

In addition to the weather, satellite, and ground irradiance data, we constrained the data from above, by
computing the solar irradiance falling onto the top of the atmosphere for each hour, taking into account the
eccentricity of the Earth’s orbit. The average extraterrestrial irradiance (I0), about which the irradiance fluc-
tuates, is 1366 Wm�2 (44). The equation for the extraterrestrial irradiance outside the Earth’s atmosphere
(normal to the photosphere of the sun) is:

DNI0 = I0 ·
✓
Rav

R

◆2

(3)

where Rav is the mean Sun-Earth distance and R is the actual Sun-Earth distance at a specific instant.
We use the approximation for (Rav/R)2

✓
Rav

R

◆2

⇡ 1.000110 + 0.034221 · cos (�) + 0.001280 · sin (�) + 0.000719 · cos (2�) + 0.000077 · sin (2�). (4)
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Here � = 2⇡d/365.242 radians, and d is the day of the year (45). Another parameter that we computed for
the dataset was the solar zenith angle (sza), or more specifically, the cosine of the zenith angle. The solar
zenith angle is defined as

cos (sza) = sin (lat) · sin (dec) + cos (lat) · cos (dec) · cos (ha), (5)

where dec is the declination angle, ha is the hour angle, and lat is the latitude in radians. The declination
angle can be approximated by

dec = ✏ · sin[� + ⇡

180
· (279.93 + 1.915 · sin (�)� 0.0795 · cos (�) + 0.02 · sin (2�)� 0.00162 · cos (2�))] (6)

where ✏ is the Earth’s axial tilt or obliquity of the ecliptic in radians (0.409173c). The hour angle is simply
computed as

ha = ⇡ ·
✓
1� hr

12

◆
� lon, (7)

with hr being the hour of the day in UT and lon is the longitude in radians.
To produce solar irradiance estimates, we use the technique of multiple multivariate linear regression.

The regression can be represented mathematically as (46–48)

Yn⇥p = Xn⇥(r+1) · �(r+1)⇥p + "n⇥p, (8)

where Yn⇥p are the endogenous variables or regressands, Xn⇥(r+1) are the exogenous variables or re-
gressors, �(r+1)⇥p are the effects or regression coefficients, and "n⇥p are the disturbance or error terms.
In Eq. (8), n is the number of observations, p is the number of different properties modeled, and (r + 1) is
the number of independent inputs. For our specific cases; Y is the ground-based measurements of GHI,
DNI, and DHI, X is the NWP model variable (the hydrometeors, temperature and water vapor) and satellite
data, " is the residuals from the model compared with the data, and � is the regression coefficients to be
applied to all other locations when the training set has been regressed against. The training set contains
the data from the SURFRAD and ISIS sites along with the corresponding satellite data at those locations.
We assumed that the expected value of the error term is zero, that is E("i) = 0. We also assumed that the
errors are independent between types of irradiance, that is cov("i, "k) = �ikI, i, k = 1, 2, ..., p (I being the
identity matrix). The solution of the multiple multivariate linear regression can be found to be

�̂ = (X 0X)
�1

X 0Y, (9)

with �̂ being the estimators of the regression. Equation (9) is derived by minimizing Eq. (8). The minimiza-
tion finds the smallest sum of deviations from all the independent variables. The estimators are placed
into

Iq =

r+1X

j=1

�̂j · xj , (10)

to model the irradiance at all locations over the domain being studied. Iq is the estimated GHI, DNI, or DHI
at a single instant (hour).
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The performance of the technique is assessed via the mean-bias error (MBE) at hourly resolution and
the adjusted multiple linear correlation coefficient, R, which is defined as (47)

R
2
= 1� (1�R2)

⇢� 1

⇢� ⌘ � 1
= R2 � (1�R2)

⌘

⇢� ⌘ � 1
, (11)

where ⌘ is the number of regressors and ⇢ is the sample size. Table 1 shows the R and MBE for the solar
irradiance estimates. The regression is best for GHI. It is less accurate for the DNI and DHI components,
but as we are estimating solar PV power, the most important term is the GHI. The estimates have low bias
for all irradiance species that will result in a conservative estimate for power production at the solar PV
sites.

Table 1: The adjusted multiple correlation coefficient and mean-bias error for the solar irradiance estimates.
R

2 MBE
GHI 89.37% -2.82%
DNI 65.91% -12.41%
DHI 66.26% -4.19%

1.1.2 Power Modeling

The wind speed estimates for use in power modeling are obtained from the weather data described in
subsection 1.1.1. The conversion from wind speed to power is defined by the well-known equation (49)

P =
1

2
Cp⇢AU3. (12)

In Eq. (12), ⇢ is the air density (kg/m3), A is the area swept out by the wind turbine blades (m2), U is the
wind speed (ms�1) and Cp is known as the coefficient of power.

Table 2: Turbines used to calculate the generic coefficient of power curves for the IEC classes.
Turbine Rated Power (MW) Cut-In Speed (m/s) Max Output Speed (m/s) Cut-Out Speed (m/s) Rotor Diameter (m)

IEC-I Siemens 3.0 MW 3.0 3.0 14.0 25.0 101.0
Gamesa G80 2.0 4.0 17.0 25.0 80.0
Nordex N90HS 2.5 4.0 14.0 25.0 90.0
Vestas V90 3.0 4.0 14.0 25.0 90.0

IEC-II Vestas V112 3.0 3.0 13.0 25.0 112.0
Siemens 2.3 MW 2.3 3.0 13.0 25.0 93.0
GE1.6 82.5 1.6 4.0 12.0 25.0 82.5
GE2.5xl 2.5 3.0 14.0 25.0 100.0

IEC-III Vestas V100 1.8 3.0 12.0 20.0 100.0
GE1.6-100 1.6 3.0 12.0 25.0 100.0
Repower 3.2M 3.2 3.0 12.0 22.0 114.0

IEC-IV Siemens 3.6 MW 3.6 4.0 14.0 25.0 107.0
GE4.1MW 2.3 4.0 14.0 25.0 113.0
Repower 6M 6.15 3.5 14.0 30.0 126.0

The coefficient of power is an empirically derived curve from simulations and performance of individual
turbines. We take the composite of three or four specific turbines for each of the International Electrotech-
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nical Commission (IEC) classes I, II, III and offshore (IV) and back calculate the Cp curves. The turbines
used are found in Table 2. The Cp curves are shown in Fig. 1.
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Figure 1: The coefficient of power (Cp) graph for the three IEC wind classes (IEC-I, II, III) and offshore wind
(IEC-IV).

We define the rotor diameter to be 112 m for all terrestrial turbine classes and 123 m for the offshore
class, which means the rated power of each turbine class is different. The choice to make all the turbine
diameters the same simplifies the separation constraints set out in section 1.2. Since the rotor diameters
are uniformly set (and is different to those in Table 2), the nameplate capacity for each class is a set value.
For IEC-I the rated power modeled is 4.04 MW, the IEC-II is 3.14 MW, IEC-III is 2.52 MW, and IEC-IV is
5.25 MW. For the contiguous US, the three-year average of the wind speeds at 90 m was utilized to define
which class was appropriate for which regions. Grid cells that have an average speed closest to 10 ms�1

are IEC-I, those closest to 8.5 ms�1 are IEC-II, and those closest to 7.5 ms�1 are class IEC-III. Offshore
locations were found by using a land/sea mask. The classifications can be seen in Fig. 2. It shows that the
US is predominantly IEC-III with small areas of IEC-II and even fewer locations of IEC-I.

To create the dataset of wind power estimates for the three years of 2006–2008, an algorithm was
created that passed the wind speeds (U ) through Eq. (12) along with the density from the model. To make
the estimations more realistic, we defined conditions when the turbines should be turned off: temperatures
below -20�C at 90 m Above Ground Level (AGL), below 0�C with precipitation falling in the lowest model
vertical level, or below 0�C with clouds at 90 m AGL. The algorithm filters the power output for these three
constraints and then outputs the final wind power estimations for all the sites. In a final step, we derated
the power output by 5% for each turbine to account for maintenance and other down times. The result of
the algorithm is hourly resolution wind power production at eachRUC model grid cell.
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Figure 2: The classification of RUC grid cells. The black is IEC-I, orange is IEC-II, green is IEC-III, and
blue is IEC-IV (offshore).

Next, we computed the solar photovoltaic power output from the GHI, DNI, and DHI solar irradiance
estimates computed by the regression technique (see subsection 1.1.1). The irradiance estimates were
inserted into the equations from Sandia National Laboratories for PV panel generation (50). In making
the power estimates, we chose to use a standard solar panel for the year of 2007 taken from the NREL
System Advisor Model (SAM) version 2012.5.11 (https://sam.nrel.gov/), namely the SunPower SPR-
315E-WHT. The efficiency of these panels is 19.3%, which is at the high end for commercially available
solar PV panels as of 2012 (51). We assumed that the panels would be mounted on a single-axis tracker
and would be orientated north to south while being tilted at latitude, which results in the angle of incidence
on the panels at all times of the day to be the declination angle of the Sun (52). The generic constants
utilized by the power generation algorithm were obtained from (53), while the panel-specific constants were
taken from the NREL SAM.

The mathematical formulae for the algorithm of power production are all contained within (50), so we do
not repeat them here, but we do outline the major parts of the algorithm. First, we imported the solar irra-
diance estimates (GHI, DNI, DHI, and Solar Zenith Angle) along with any meteorological data (wind speed
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at 10m and temperature at 2m). Second, we computed the solar cell temperature (taking into account the
irradiance falling on the panel, ambient temperature, and wind speed) and the angle of incidence of the
solar irradiance on the tilted and tracked panel. Third, we computed the energy falling onto the panel from
the irradiance fields. Fourth, the current and voltages within the panel were approximated (the equations
in (50) and NREL SAM are empirically derived). Finally, the current and voltage were combined to output
the power for the panel. There are equations within the algorithm, which are based on NREL SAM, that
computed the derating due to the panel structure and material. The output of the panel is restricted to
115% of the nameplate capacity (because the nameplate capacity is based upon standard test conditions
that are inferior to conditions in some of the climates over the globe). After the power was estimated at
each location and each time step, a post-processing derate factor of 5% was applied to estimate down-
times. The resulting solar PV power dataset is temporally and spatially aligned to the wind power dataset
outlined above.

1.2 Spatial Availability for Wind and Solar Plants

The deployment of wind and solar plants can be restricted for numerous reasons; including physical, eco-
logical, and proximity to high population areas. To account for these potential restrictions, we eliminated
grid cells from wind and solar plant development based on several factors discussed below.

First, national forest lands were excluded based on land-use types obtained from the University of
New Hampshire EOS-Webster Earth Science Information Partner catalogue (http://eos-earthdata.sr.
unh.edu/resources/teachers.jsp). Next, the elevation data from the 3-km NOAA High-Resolution Rapid
Refresh (HRRR) model were used to determine the slope of the land within each RUC grid cell. An
algorithm determined the slope between each HRRR grid cell and its eight neighbors. The lines over
which the slope is computed define the edges of triangular areas - whose slope is set to the greatest of the
two edges. The area below the threshold slope is calculated, summed, and assigned to the corresponding
RUC grid cells by overlaying the two grids. Considering the spatial resolution of the slope calculations (3
km), the slope constraints are set at 2.5% for utility-scale PV and 10% for onshore wind compared with 5%
and 20%, respectively, provided by NREL (54). If a RUC cell is given a slope value over these thresholds,
no wind and/or solar PV can be developed. The slope constraints are included because increasing slope
makes installation much more expensive, dangerous, and possibly lowers the available resource.

The 3-km HRRR grid was also used for the purpose of identifying and eliminating areas (over land)
that contain urban or protected land areas. The elimination procedure removed areas such as state and
national parks, recreation areas, military bases, airports, and residential, commercial, and industrial lands.
The land area still available, after screening, within the HRRR grid cells was summed and assigned to
the corresponding RUC grid cells. Population data from the Socioeconomic Data and Applications Center
at 0.5� resolution was interpolated to the RUC grid (55). After the interpolation, an area of ⇡5,383 m2

(1 1
3 acres) per capita within each RUC cell was excluded for wind and solar PV deployment to provide a

buffer around populated areas. The purpose of the exclusion perimeter is to ensure that wind turbines and
solar PV plants are not constructed in close proximity to populated areas (if the population of an average
RUC cell is greater than about 39,500 then the RUC cell is totally excluded due to population). In addition,
the (10-km x 10-km resolution) Solar Prospector Map Service (56) was employed to eliminate RUC grid
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cells that overlapped flora and fauna critical habitats. These critical habitats are only catalogued over the
southwestern quadrant of the US, thus any other critical habitats across the remainder of the US are not
designated as such in the present study.

A limitation was imposed to restrict the deployment of offshore wind turbines to water depths of less
than 50 m (57) using bathymetry data from the National Geophysical Data Center (58) for the East, West,
and Gulf Coasts and for the Great Lakes. In addition, offshore turbine locations had to be greater than
13.5 km and less than 46 km from the shoreline. The distance limitation leaves at least one RUC grid cell
between the shore and the closest offshore wind turbine. The limits are based upon current requirements
for planned and installed offshore wind farms in the US and Europe (59, 60). Lastly, the center points of
all the offshore RUC grid cells were plotted on top of the Marine Cadastre Multipurpose dataset (61), and
RUC grid cells that overlapped with the following usage designation were eliminated: shipping fairways,
lanes, and zones; danger zones and restricted areas; critical habitat areas; or habitat areas of particular
concern. The marine layers were not used to exclude any on-land RUC grid cells. More specifically, there
are areas in Maine that are labeled as critical habitats, but because wind farms already exist there, these
areas have not been excluded.

On completion of the screening procedures there remained 36,791 (of ⇠152,000 possible) RUC grid
cells available in the model that could support some amount of wind and/or solar PV power generation
development. A minimum spacing of ten rotor diameters between each turbine is maintained in all direc-
tions (62), in an attempt to compensate for potential wind turbine - turbine interactions. The maximum
allowed density of possible onshore wind turbine installations is one turbine per 1.2544 km2 [using the 10
rotor diameter spacing requirement] (63). The maximum turbine density translates to 2.01 – 3.22 W / m2.
For offshore wind turbines, the maximum allowed turbine density is 5.25 W / m2. The utility-scale solar PV
plants are based on data in the NREL Solar Advisor Model. They are assumed to be comprised entirely
of SunPower SPR-315E-WHT panels, which leads to an area of 258,840 m2 (approximately 0.26 km2) per
20-MW plant. The dimensions for the wind and solar PV installations allows computation of the number of
turbines and solar PV plants that can be installed within each RUC grid cell given the remaining area with
suitable slope. In Fig. (3), the spatial availability for wind and solar deployment is shown. The plots show
the density (MW km�2) that can be developed for each technology in each RUC grid cell. Note that the
solar spatial availability density is higher than for the wind. To find the approximate total possible installed
capacity in each RUC cell multiply the density by 212 km2 (the average size of a RUC grid cell).

1.3 Electric Demand or Load

The present study utilizes spatially and temporally detailed electricity demand over the US 48 states. Hourly
electricity demand, or electric load, was obtained from FERC via form 714 for balancing area authorities
(BAAs) and some individual utilities for the years 2006–2008 (64). Each BAAs electric load was population-
weighted to the major metropolitan areas based on population data from the 2010 Census to create ge-
ographic electric sink points. The assignment of the electric load was a complicated procedure because
the BAAs and utilities are in constant flux. For example, in 2006 there was no load data provided for the
Public Service Company of Colorado balancing authority, but load was available for the Platte River Power
Authority, which falls within that balancing authority. Platte River Power Authority does not account for the
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(a)

(b)

Figure 3: Map of the wind (top) and solar PV (bottom) maximum installed capacity density allowed (MW
per km2). White denotes the region is excluded from having any wind or solar placed within that area.

entire load within the Public Service Company of Colorado balancing authority, but was used as an esti-
mate from which an extrapolation was made. Additionally, for 2007 and 2008, no data was provided for
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Southern Company balancing authority, however, load for the four subsidiary companies (Georgia Power,
Alabama Power, Mississippi Power, and Gulf Power) was provided instead. Electric load data from each
BAA was corrected to standard time from daylight savings time where necessary and shifted to Coordi-
nated Universal Time (UTC). The calculated electric load data for each year was verified against the EIA
dataset for the total yearly consumption of electricity in the US.
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Figure 4: The aggregated US 48 states hourly electric load for 2006–2008 expanded to 2030 levels. The
higher peaks are the summers which are dominated by air conditioning demand.

We assumed that all existing (as of 2012) nuclear plants and conventional hydroelectric dams would
continue to run through 2030. Although not typically done, we allowed some restricted dispatch ability for
nuclear and hydroelectric (described in subsection 1.6) about set values that are computed below. Nuclear
power plants can alter their output to follow the electric load, although this is not standard procedure in the
US. Currently, however, in France they do regularly as 77% of their electricity is provided by nuclear (65,66).
We recognize that conventional hydroelectric (hydro) generation can be dispatched to match the load, but
that characteristic is not taken into account in the present study because the amount of water released from
behind dams is also subject to numerous constraints such as flood control, fish habitats, and recreational
use (67). All of the nuclear fission and hydroelectric power plants in the US were identified and placed
into their correct geographic locations within the RUC grid space (68, 69). For the nuclear power output,
the average capacity and minimum monthly generation for each plant was determined over nine years of
data (2003–2011) (70). The minima were then divided by the number of hours in each month to calculate
the generation value for each hour in each month to ensure that the nuclear generation estimate was
conservative. For the hydroelectric power output, we took the actual electricity produced per month for the
three years (71) and computed the hourly figures from these in a similar manner to the nuclear output.
We choose not to dispatch hydroelectric significantly to balance the load because we do not model the
hydrological cycle. We, therefore, must constrain the hydroelectric to its meteorological years and not
assume that it can be dispatched, as we have no information in the model with regards to water availability.
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Further, we do not have solid information and data on the environmental constraints on hydroelectric with
respect to, e.g. fish, flood control, recreation or irrigation. Ramping hydroelectric is a possible cheap option
to increase the penetration of variable generation, but it is subject to complicated constraints that must
be taken into account. Figure 5(a) displays the hydroelectric power output values used for each of the
three years and Fig. 5(b) shows the values used for the nuclear power output. These values allow the
optimization to take into account the monthly variations in the hydroelectric and nuclear output that is due
to the hydrological cycle and maintenance scheduling.

The electric load data was expanded from 2006–2008 to 2030 estimated levels. To estimate the 2030
load, quarterly gross domestic product figures from the Bureau of Economic Analysis (72) were applied to
the expansion (and contraction) of the load to 2011, and then a 0.7% per year growth rate (73) was applied
to 2030. The result is a 14% increase in the demand for each hour. Figure 4 shows the total hourly electric
load inflated to expected 2030 levels for the three years of 2006–2008.

1.4 Treatment of Costs

Critical variables in the study of electric power systems are the costs of technologies, fuel, and transmis-
sion. The weather data, discussed in subsection 1.1, although absolutely essential to the mathematical
optimization (explained in section 1.6) is the same for every cost scenario.

Since any construction effort approaching the scale of deployment described in the present study would
take years (even decades) to accomplish, a reference date of 2030 was chosen. Selecting a reference
date confines the costs (and electric load) available for the studies to projections. Clearly, forecasting
future costs is subject to uncertainty. Indeed, the vast available literature provides a considerable range
of current and projected costs for all generation types. Consequently, the present investigation relied on
multiple cost surveys and studies (74–85) in order to populate a parameter space for each of the cost
inputs, which produces several cost scenarios for the optimization procedure.

Due to the large amount of data and endogenous variables in the optimization procedure (set out
in section 1.6) each optimization is computationally intensive and can take up to hundreds of single-core
computing hours to complete. While a fine-grained set of solutions, capturing a broad space of price inputs,
is desirable, it may not be computationally feasible. To find a balance between capturing the breadth of the
cost parameter space and the computational resources available, three basic generation cost scenarios
were devised: first, a Low-cost Renewable High-cost natural Gas LRHG scenario, second a Mid-cost
Renewable Mid-cost natural Gas MRMG scenario, and third, High-cost Renewable Low-cost natural Gas
HRLG scenario. The intent of the three scenarios is to create effective bounds for the cost parameter space
while also providing one representative case.

There are a number of assumptions and methods applied in regards to the costs used in the present
study. First, all of the cost figures are given in constant 2013 US Dollars (2013$). For sources that
reported costs not in 2013$, the Bureau of Labor and Statistics Consumer Price Index (CPI-U) was used
to convert those values into 2013$ (86). Second, current tax policies (State or Federal) are not taken
into account (such as tax deductions available to businesses). Third, no adjustments were made to the
costs obtained from the studies (for example, to address potential carbon tax, cap and trade, penalties,
incentives, or policies designed to internalize the externalities of fossil fuel power generation). Fourth,

21



Nature Climate Change Manuscript - Confidential 27 November 2015

15!

20!

25!

30!

35!

40!

45!

1! 2! 3! 4! 5! 6! 7! 8! 9! 10! 11! 12!

Av
er

ag
e 

H
yd

ro
 P

ow
er

 O
ut

pu
t (

G
W

)!

Month of the Year!

2006 Hydro Generation!

2007 Hydro Generation!

2008 Hydro Generation!

(a) Hydroelectric

70!

75!

80!

85!

90!

95!

100!

1! 2! 3! 4! 5! 6! 7! 8! 9! 10! 11! 12!

Av
er

ag
e 

N
uc

le
ar

 P
ow

er
 O

ut
pu

t (
G

W
)!

Month of the Year!
(b) Nuclear

Figure 5: (a) The hourly average combined hydroelectric power output in GW for each month for input into
the optimization. Each of the three data years are represented. (b) The hourly average combined nuclear
power output in GW for each month. The nuclear values are produced by finding the minimum average
over nine years of data. The utilization of these values in the optimization facilitates some inclusion of
monthly variations in the hydrologic and maintenance cycles for hydroelectric and nuclear power plants.

costs for generation and transmission are uniform with respect to geography, i.e. the unit costs are not
adjusted depending on locality-based factors such as terrain, proximity to roads, railways, or urban areas.
Fifth, a fixed real-dollar discount rate of 6.6% (87) was applied over the project lifetime, assumed to be
30 years, for each of the scenarios. Currently, there are solar PV manufacturers that will guarantee their
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modules for 30 years (88–90), and there are efforts underway to extend the service life for wind to 25–40
years (91, 92). In addition, it should be noted that for the same amortized payment, the discount rate and
project lifetime are a function of each other. Thus, a 15-year project lifetime with a real discount rate of
⇠1.925%, or a 20-year project lifetime with a real discount rate of ⇠4.555%, or a 25-year project lifetime
with a real discount rate of ⇠5.875%, or a 30-year project lifetime with a real discount rate of 6.6% have
identical amortized payment used in the present paper. Finally, generation and transmission costs “to the
substation” are accounted for; local distribution costs are not explicitly modeled, but are accounted for in
the final estimated cost of electricity. These distribution costs are independent of generation mix within the
electric power system.

To account for curtailment, capacity factors, sunk costs (unrecoverable capital investment), and other
factors, the mathematical optimization utilizes an annual cost-per-unit generation capacity for each gener-
ating unit. Since there is no fuel cost for the wind and solar PV projects, the total cost per project can be
separated into capital costs and Operations and Maintenance (O&M) costs. There are two types of O&M
costs, fixed and variable. Fixed O&M costs are based upon the generation capacity, while variable O&M
costs are based upon the amount of electricity delivered by the generator. The natural gas plants, how-
ever, have capital, O&M, and fuel costs to consider. For natural gas, the fixed O&M costs and amortized
capital costs are combined into a single cost per year, while for the wind and solar generators the fixed
and variable O&M costs are combined with the amortized capital costs; we do not do this explicitly, these
are derived in the reviewed material for the costs. There are numerous ranges for these costs within the
literature. Additionally, the variable O&M costs for wind and solar are typically over an order of magnitude
smaller than the capital and fixed O&M costs.

A review of the literature for capital costs was carried out (74–85). The capital and O&M costs selected
for the present study are displayed in Fig. 6 and Table 3. The plot shows the projected 2030 capital and
O&M costs in 2013$ per watt installed. The most recent citable current cost is taken to be the high cost
for each technology, while the low-cost estimate is based upon the optimistic costs in the studies reviewed.
The mid-range values are the mean of the high and low prices.

Table 3: Cost of capital and O&M of technologies (2013$ / W), natural gas fuel (2013$ / MMBtu), HVDC
transmission line (2013$ / MW-mile), and HVDC stations (2013$ / MW).

Onshore Offshore PV CCGT NG Fuel HVDC lines HVDC Stations
LRHG Scenario $2.16 $3.41 $1.19 $1.24 $11.10 $701.36 $182,856.11
MRMG Scenario $2.25 $5.53 $2.57 $1.24 $8.82 $701.36 $182,856.11
HRLG Scenario $2.36 $7.64 $3.94 $1.24 $5.40 $701.36 $182,856.11

Natural gas power plants are a more mature technology. Therefore, we only used a single cost for
the natural gas power plants in all three of the cost scenarios (capital and fixed O&M), namely $1.24 / W.
However, since natural gas prices have fluctuated wildly in the past, we take three cases from the Annual
Energy Outlook (74) as our low-, mid-, and high- natural gas fuel costs. A representative fuel cost to cover
the assumed 30-year service life of the natural gas plants was desired. The AEO projections for the natural
gas fuel cost ended at the year 2040, hence that price was used in lieu of 2045. The three prices are
shown in Table 3 and in Fig. 7 in 2013$ / MMBtu. Note that the cost of natural gas fuel is for delivery to the
plant, not the well or hub price. Other key factors affecting the cost of natural gas generation are the heat
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Figure 6: The projected 2030 overnight capital costs including O&M in 2013$.
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Figure 7: The EIA natural gas projections in 2013$ / MMBtu to 2040 and then extrapolated up to 2055.

rate (measure of efficiency of the plant), and cost of variable O&M. To limit the degrees of freedom in the
present studies, these values were kept constant across the scenarios run. The values used were 6.430
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MMBtu / MWh for the heat rate and $3.31 / MWh for the variable O&M (2013$) (84,85).
The final key cost is that of high-voltage transmission. The handling of transmission includes the cost

of erecting new HVDC lines, building new converter stations, and the power losses incurred as a result
of moving power long distances (line losses). The high-voltage transmission is modeled as High-Voltage
Direct-Current (HVDC) and so the costs used are associated with HVDC. To limit the degrees of freedom
further, we used one set of HVDC costs for all scenarios. The transmission cost was created from an
average of current estimates for HVDC transmission construction (93,94). In an attempt to be conservative,
the average price of transmission incurred an additional 5% cost increase to account for O&M. The HVDC
transmission line cost was set at $701.36 / MW-mile and the station cost was held at $182,856.11 / MW.
The HDVC transmission costs (lines and stations) are held constant between the cost scenarios, but it
is important to point out that the cost per MW-mile is highly dependent on the length of the transmission
lines (93,94), as illustrated in Fig. 8. The total cost (the lines and the stations) per MW-mile is incorporated
into the optimization model and so longer lines pay less per MW-mile and shorter ones pay more.
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Figure 8: The cost of HVDC transmission (including lines and transformer stations) per MW-mile as a
function of distance.

In keeping with the general methodology of the study, we chose not to model a technology that is not
currently in operational use. At the time of the main simulation runs, a literature review showed that ⇠99%
of US grid storage was pumped hydroelectric. The estimated capital costs of a new pumped hydroelectric
power plant ranged from $1.50 to $5.60 / W (84). When using these costs as inputs, the optimization model
did not select any storage in the national solutions. It should be noted that we did not conduct model runs
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for the smaller subdivisions as the storage element significantly lengthened the amount of time required to
run a scenario.

Storage technologies and costs are in a period of rapid transition, and so more recently we performed
additional simulations that included storage with $0.75 / W overnight capital costs, zero cost for electricity
storage (i.e. $0 / kWh storage capacity), and zero fixed and variable O&M costs. Additionally, the round
trip efficiency was set at 95%. In those simulations, only ⇠16 GW of storage was selected (with a energy
storage capacity of ⇠208 GWh). In comparison, the total installed pumped hydroelectric storage in the US
is ⇠22 GW (27 ). Therefore, we believe it is reasonable to not include storage in the simulations as even at
low cost it contributes minimally to the national solution.

We note that energy storage could have interesting possibilities if the costs are low enough, and we
plan to conduct more work in the future (taking advantage of the NEWS model) to investigate the potential
of these emerging technologies.

1.5 Transmission, Nodes, and Divisions

A key aspect of electric power systems is transmission, and we describe below how transmission is mod-
eled in this study. Of particular importance are the concepts of nodal areas, nodes, regional market areas,
and divisions (as illustrated in Fig. 10). A division is a subset of the full contiguous US that is completely
independent of other divisions and is solved as a separate electric power system. No information or power
transfer is allowed between divisions. A nodal area is a subset of a division, but is connected to other nodal
areas within the division by transmission. Therefore, nodal areas are the building blocks of divisions. The
NEWS model has a total of 256 nodal areas. In the limit of the largest number of divisions per domain,
there is one nodal area per division. Within each nodal area the city with the largest population acts as the
electric power sink (node) where all the demand for that nodal area resides. We iteratively divided the con-
tiguous US from a single division into divisions of 2, 4, 8, 16, 32, 64, 128, and 256. Smaller divisions were
made by repeatedly splitting the previous divisions in half (in terms of land area) vertically, then horizontally.

A critical set of nodal areas, called regional market areas, reside within the divisions and are connected
by HVDC transmission that includes electric losses. The regional market areas consist of eight nodal areas
connected by High-Voltage Alternating-Current (HVAC) transmission (see panel (d) in Fig. 10) with electric
losses of 1% per 100 miles and is preprocessed. The preprocessing calculates the losses to transmit the
power from the resource sites to the electric load sinks (nodes) of the regional market areas. The size
of regional markets was chosen to balance the computational constraints in performing an optimization of
this size and the steady state stability limit of HVAC transmission. The line arcs of the HVDC transmission
network that is available for the optimization to choose to build is shown in Fig. 9. The HVDC transmission
has electrical losses of 0.5% per 100 miles (93,94). We assumed the distances to be great circle distances,
so that the transmission takes the shortest possible route between nodes. Since eight nodal areas create
a regional market area, these regional market areas can only exist if there are less than 32 divisions; for
32 or more divisions only HVAC transmission is allowed. The largest city within the eight nodal areas is
assigned the connection point for that regional market area to the HVDC transmission network. HVDC
exists only to connect Regional Market Areas; no HVDC transmission occurs on scales smaller than the
RMAs.
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Figure 9: The HVDC transmission network that is available for the optimization to choose to build during
the siting of resources. County boundaries are also shown. The end of the HVDC transmission lines are
the nodes of the regional market areas.

HVDC use is increasing rapidly around the world with growing capacity. A few of the largest transmission
projects around the world are: the Rio Madeira transmission link that was completed in 2014 is 2,385 km
long and has a capacity of 7.1 GW (95); the North East Agra project is under construction, due to be
completed in 2015, and is planned to be 1,728 km in length with a capacity of 8 GW (96); and the Hami-
Zhengzhou link in China at a length of 2,210 km and a capacity of 8 GW (97) completed construction in
late 2014. In 1967, it was shown that the limit in HVDC transmission (under superconducting conditions) is
100 GW (98); however, the technology is not able to get close to this limit yet. To limit the study to present
day technologies, we assumed that the HVDC transmission lines have a maximum possible capacity of 12
GW (99). The 12-GW capacity can be considered as two parallel 6-GW lines (many of these exist currently)
or a single 12-GW line (at the limits of current technology).

Figure 10 illustrates the concepts of divisions, regional market areas, and nodal areas. Note that
the HVDC transmission network within the model is considered to be an approximation to account for
costs of power flow across electric power systems rather than an exact representation of possible HVDC
transmission networks.

1.6 Mathematical Formulation of the Optimization

The previous subsections (1.1–1.5) have described how the inputs for a mathematical optimization model
were found. The present subsection is devoted to explaining the derivation of the optimization model itself.
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(a) Single division (b) Four divisions

(c) Sixty four divisions (d) The thirty two regional markets

Figure 10: Examples of the divisions, regional market areas and nodal areas utilized by the optimization.
(a) A single division for the full contiguous US, that will consist of 32 regional market areas each containing
eight nodal areas as represented by the black outlines in (d). (b) Four divisions defining four separate
electric power systems for the contiguous US. Each division will contain eight regional market areas each
containing eight nodal areas. (c) Sixty four divisions representing the contiguous US being made of 64
independent electric power systems. There are no regional market areas (because there are more than 32
divisions) and each division contains only four nodal areas. (d) The 32 regional market areas that contain
eight nodal areas each can be connected by HVDC within divisions. Nodes are the largest populated urban
areas within each nodal area.

It will draw together all the inputs (or exogenous variables) to be used within the model. More details on
the mathematics of the optimization can be found in Clack et al.(22).

Various mathematical optimizations could be used to produce an optimal electric power system that
includes large numbers of wind and solar PV power plants. The most appropriate one is chosen based
upon what is meant by optimal. For example, if an optimal system is one that builds a set number of
wind and solar PV sites and minimizes the total distance from the existing transmission system for all of
those sites, then an ordinary least-squares (OLS) procedure (100–102) performed on distance could be
adopted to locate the best sites. The OLS procedure suggested above is flawed from an electric power
system perspective because it does not have the ability to guarantee the electric load is met. One could
remedy this deficiency by expanding the model to include a regularization term, as in Regularized Least
Squares (103, 104), that penalizes the solution for not meeting the electric load. Alternatively, one can
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perform an optimization to find a system that generates the required amount of electricity needed in a
specific time interval (usually a year). The electricity balance optimization has been carried out, albeit
indirectly, by several authors (105, 106). The optimal system in the case of electrical electricity balance
over a year has the drawback of not meeting the load on shorter temporal scales.

In the authors’ opinions the most fundamental challenge for a realistic optimal electric power system
with variable generation, such as wind and solar PV, is that the electric load must be met at every time
step. One approach to tackle the problem of meeting the load is to perform a quadratic minimization of
the differences between the electricity created by an optimal network of wind and solar PV plants and the
electric load (22) and (107). It is then assumed that any shortfall (amount of electricity needed to meet the
load after wind and solar PV has been produced) can be filled with a dispatchable source of electricity. The
load matching optimization, in its simplest form, can be written as

min�2 =
X

j

 
X

ik

cikwijk � lj

!2

, (13)

where cik is the installed capacity of the wind or solar PV plant, k, at location i, respectively, wijk is the
weather-driven percentage output of the wind and solar PV plants at time j and lj is the electric load
at time j. The minimization in Eq. (13) will produce a system that is optimal in minimizing the total
difference between the variable generation and the electric load, for the given time span optimized on. The
mathematical problem outlined in Eq. (13) is another example of an OLS procedure.

Load matching may initially seem like an ideal mathematical technique for an electric power system
problem. It takes into account the weather aspect of wind- and solar- generated electricity, and it ensures
the load is met on short temporal scales. Unfortunately, there is a major drawback to the load-matching
approach. There are no costs within the objective function, which in reality drives all business decisions.
The load-matching procedure may provide the smallest divergence from the electric load needed, but the
costs may be very high, and therefore the solution is purely academic. Clack et al.(22) showed that the a
system produced by load matching versus cost-optimized can cost twice as much.

The mathematical optimization chosen for the current paper is a cost minimization that has linear con-
straints with regards to the electric load requirements, the transmission and losses encountered, the facili-
ties required to be built, and the land use allowed for wind and solar technologies. The cost optimization is
linear and finds an optimal system with regards to minimum yearly cost only. As stated in previous subsec-
tions, there is no attempt to model sociopolitical, grid integration or other costs (such as public objections,
legal issues, distribution of power from the local substation, and so on). We recognize that not including
the aforementioned costs is a limitation to the present study, however, we are attempting to establish the
physical and technical limitations that could be used as a baseline optimal state.

The costs set out in subsection 1.4 are the primary exogenous (input or external) variables for the
objective function, which is the equation that the algorithm is trying to minimize. We need to incorporate
the annual amortized capital and fixed O&M costs for each technology, the natural gas fuel and variable
O&M costs, and the capital and fixed O&M costs for transmission lines and for the transformer stations.
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Thus, mathematically, the objective function appears as
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Here Cv
� represents the annual amortized capital and O&M costs (2013$ / W) of the variable generator of

type  at location �, Cg
µ is the capital and fixed O&M costs of the fossil fuel generators at location µ (2013$

/ W), Ctl
↵̂�̂

is the cost of each HVDC transmission line between ↵̂ and �̂ (2013$ / MW-mile), Cts
↵̂�̂

is the cost
of each HVDC transformer station pair (2013$ / MW), Ef

µ is the heat rate of the fossil fuel plants (MMBtu
/ MWh), Cf

µ is the cost of the fossil fuels (2013$ / MMBtu), and Vf
µ is the variable O&M for the fossil fuel

plants (2013$ / MWh). Table 3 provides all the costs used in the optimization and inside the algorithm they
are converted into annual amortized costs. These are the exogenous variables Cj

i written out above. The
other exogenous variable is the length of the HVDC transmission lines (�↵̂�̂), which is preprocessed by
calculating the great circle distances from the single largest cities (electric sink points or nodes) in each of
the 32 regional market areas. Figure 9 shows the lines that are calculated. The variables V�, Gµ, Dµ⌧

and T↵̂�̂ are endogenous (output or internal) variables and are computed by the optimization. V� is the
installed capacity of the variable generators (MW), Gµ is the installed capacity of fossil fuels (MW), Dµ⌧ is
the amount of electricity coming from fossil fuels (MWh) at each time step ⌧ , and T↵̂�̂ is the capacity of the
HVDC transmission lines (MW). All of the optimizations used natural gas as the fossil fuel source, except
for the sensitivity to coal analysis that used both coal and natural gas.

Equation (14), the objective function, has of the order of 400,000 endogenous variables. The mini-
mization of Eq. (14) results in a single cost (and the associated values of all the endogenous variables).
The trivial solution of the minimization is $0, which corresponds to no generators installed, no natural gas
burned, and no transmission built. The constraints set out in the remainder of the present section will act to
force the value of  to be greater than zero. The competing effects of the constraints and the minimization
of the objective function is what makes the site selection important.

The first constraint is the most fundamental: that the electric demand is met on every time step at
every location. The electric demand in the optimization is input from subsection 1.3 and it is matched by
combining the electric generation from wind, solar PV, natural gas, nuclear, and hydroelectric within each
regional market area along with the HVDC transmission power flux and the curtailment of the wind and
solar PV due to excess generation. The load constraint can be written as

X
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bcµ! · (Dµ⌧ +Nµ⌧ +Hµ⌧ )

= L!⌧ � F!⌧ + E!⌧ , 8 !, ⌧ . (15)

In Eq. (15) the weather data from subsection 1.1 is utilized. It appears in the first term of the left-hand side
of the equation as W�⌧ . The weather data is in the form of hourly capacity factors, which are multiplied
by the installed capacity at that location (V�) to give the generation at that particular site. The total wind
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and solar PV generation is distributed into transmission nodal areas by bv�!. The subscript ! denotes the
regional market area. The variable bv�! is less than or equal to unity, and contains the information about
the HVAC transmission losses. The second term is the total electric generation from the conventional
generators (natural gas (Dµ⌧ ), nuclear (Nµ⌧ ), and hydroelectric (Hµ⌧ )). Again, the generation is distributed
into the transmission nodal areas by bcµ!. The right-hand side of Eq. (15) consists of the electric demand
of each regional market area, which was discussed in subsection 1.3 (L!⌧ ), minus the HVDC transmission
power flux (F!⌧ ), plus the excess of generation or curtailment (E!⌧ ). The excess generation term is a slack
variable to take into account the possibility that generation can be more than the required electric load and
transmission combined. The transmission flux term is explained more by the next two constraints. The
load constraint is performed for every time step within every regional market area; for a one-year period
yields ⇠280,000 equations.

The following two constraints describe the transmission capacity term in Eq. (14) and the HVDC trans-
mission power flux term from Eq. (15). The HVDC transmission network description inside the optimization
is significant. The HVDC transmission allows power to be shared between the regional market areas, but
at a cost to the system. The first constraint determines the capacity of the HVDC transmission lines and
is called the HVDC transmission capacity constraint. The way the optimization handles the capacity of the
HVDC transmission appears simple, but sets it apart from other optimization routines available for electric
power systems. The HVDC transmission capacity constraint determines the capacity of the lines in both
directions simultaneously. Other optimizations (8, 13) find the capacity of each arc and find the related
costs and consequently power flow is restricted to the direction that the transmission arc has been built,
whereas the optimization described in the present paper computes the capacity of the corridor for both
arcs. By performing the HVDC transmission capacity constraint in this manner, the optimization can dis-
patch power in either direction along that corridor once it has been built, rather than being restricted to the
direction that was built in the arc form. Computing the capacity of both arcs simultaneously costs signif-
icant computational expense, since it doubles the degrees of freedom of the optimization of the network,
but reduces the total system costs in a realistic manner. The constraint looks very simple mathematically
as

T↵̂�̂ � T↵̂�̂ � T↵�⌧ |↵,�=↵̂,�̂ � 0, 8 ↵̂, �̂, ⌧ (↵̂ > �̂). (16)

Here T↵̂�̂ is the capacity of the HVDC transmission line, which is passed up to the objective function in
Eq. (14). T↵�⌧ is the HVDC transmission power flow matrix found by Eq. (17) shown below. Equation
(16) states that the capacity of the transmission line must be greater than the power flow within it at any
time. The constraint has an upper bound denoted by T↵̂�̂ , which in the present paper is set uniformly
as 12 GW. The constraint in Eq. (16) automatically updates the opposite direction of flow capacity for
use at future time steps. The HVDC transmission capacity constraint is performed for each transmission
node at each time step of the optimization; providing ⇠87.6 million equations. The difficulty with Eq. (16)
is that to compute both directions simultaneously ,the transmission power matrix must be transposed (a
computationally expensive procedure) along with the additional degrees of freedom created by opening a
new transmission route for power to flow when a corridor is expanded.

The second HVDC transmission constraint is related to the HVDC transmission power flux, which can
be positive, negative, or zero because power can flow in to or out of a regional market area. The flow term
balances power, and therefore satisfies Kirchoff’s law assuming constant voltage. The HVDC transmission
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power flux is the summation of all the electric power entering and leaving a regional market area through its
node carried by the HVDC transmission network. If the flux term is positive, the node is known as a source
node, if it is negative, it is a sink node, and if it is zero, it is a transshipment node. The HVDC transmission
power flow along the HVDC transmission lines is represented in a nonnegative 3-D matrix (T↵�⌧ ). Hence,
the HVDC transmission power flux is derived as

F!⌧ =
X

↵

T↵�⌧ · (1� �↵� · �↵�)
�����
�=!

�
X

�

T↵�⌧

������
↵=!

, 8 !, ⌧ (↵ 6= �), (17)

where �↵� is the electric losses per mile along the transmission line and �↵� is the length of the transmission
line. The electric losses are only applied at the receiving node. Equation (17) is the HVDC transmission
flux constraint and the first term on the right-hand side is the summation of the power matrix multiplied
by one minus the electric losses along each line (another matrix) while the second term just totals the
transmission power leaving the same node. The summing variables ↵ and � are the heads and tails of
the transmission arc. The HVDC transmission flux constraint is performed for each of the nodes at each
time step of the optimization; for a total of ⇠280,000 equations. At each time step the upper triangle of the
matrix, T↵�⌧ , must equal the lower triangle. The electric losses (�↵�) are set in subsection 1.5.

The optimization already derates the power produced by wind and solar PV (W�⌧ ) by 5% as described
in subsection 1.1. The reduction in power is designed to approximate turbine and panel downtimes as well
as interactions between wind turbines. For the fossil fuel portion of the generation, we instead impose the
planning reserve requirement constraint. The planning reserve requirement controls how much larger the
installed capacity must be than the peak power generation on any time step over the time horizon in the
optimization. It can be written as

X
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bcµ! ·Dµ⌧ � 0, 8 !, ⌧ , (18)

where Gµ is the installed capacity of fossil fuels, Dµ⌧ is the electricity provided by fossil fuels at each
time step, bcµ! is the variable to distribute generation to each regional market area, and Rg

µ is the planning
reserve margin (the percentage of additional installed capacity compared to peak demand). Equation (18)
states that the installed capacity of the fossil fuel plants within each regional market area must be greater
than the generation by fossil fuels at each time step within that same regional market area. The planning
reserve requirement constraint is run in every regional market area on every time step; adding another
⇠280,000 equations to the optimization algorithm. We could rewrite Eq. (18) such that it states
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which would reduce the number of constraints dramatically. However, Eq. (19) is nonlinear and requires
a much more computationally intensive algorithm to solve. Therefore, we adopt Eq. (18) as the constraint
within the present optimization. The planning reserve margin is set at 15% in each regional market area.

To allow the optimization the benefit of (very slight) ramping of nuclear and hydroelectric, two constraints
were devised. The constraints allow the estimated generation from nuclear and hydroelectric to vary about
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the monthly figures described in subsection 1.3, denoted by Nµ⌧ and Hµ⌧ respectively. The two constraints
(known as the nuclear and hydroelectric dispatch constraints) appear as
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Here Nµ⌧ and Hµ⌧ represent the nuclear and hydroelectric generation created by the optimization. The
term bcµ! distributes the generation to the appropriate regional market areas. The percentage by which the
nuclear and hydroelectric power output can vary from the values described in subsection 1.3 are bounded
above by Bn+

! and Bh+
! , and below by Bn�

! and Bh�
! , respectively. For the present study,we assumed

that the generation values set out in subsection 1.3 are the upper bounds for the generation used by the
optimization (Bn+

! = Bh+
! = 100%), while the lower bound for the nuclear power output is fixed at 97.5%

(Bn�
! = 97.5%) and the hydroelectric power output is set at 95% (Bh�

! = 95%). Hydroelectric was allowed
more freedom to dispatch than nuclear because it more readily dispatches in the current US electric power
system.

It is clear that there cannot be an infinite number of generators at a specific location, however, an
optimization routine needs to have a value supplied for it to be able to enforce a constraint of that nature.
For wind and solar PV plants, we discussed the process for evaluating the area available for development by
the optimization. We state that the values calculated from subsection 1.2 on land use and siting constraints
provide an upper bound to the deployment of wind and solar PV, which we denote Bv+

� . We can then
constrain the installed capacity of wind and solar PV (V�) by

Bv�
�  V�  Bv+

� , 8 �,. (22)

We assume that the existing (2012) wind and solar PV plants remain functional through the optimization
period and set the lower bounds for those optimizations. We call Eq. (22) the wind and solar PV siting
constraint.

Conventional generators also have limits on siting. We found the location of all existing natural gas and
coal fired power plants across the continental US and only allowed development of natural gas at those
specific sites. We further assumed that no more than 10 GW (Bg

µ) could be developed at a single site. The
largest natural gas plant in the US as of 2013 is 1.5 GW, while the largest in the world is 5.6 GW. We write
the natural gas siting constraint as

0  Gµ  Bg
µ, 8 µ. (23)

The US study optimization can be stated as minimize Eq. (14) subject to Eqs (15), (17), (16), (18),
(20), (21), (22), and (23). The optimization routine is written and solved using GAMS/CPLEX (108). The
present study optimizations have O(107) variables, O(106) equations, and O(108�109) non-zero elements,
which take O(106) iterations or O(105) seconds to complete on a dedicated high-performance server. For
the geographic scaling portion of the present study we performed 81 optimizations, and for the natural gas
price sensitivity portion we carried out another 135 optimizations to investigate the effect on the generator
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and transmission network configurations. The optimizations themselves took a total of 15,552 core hours
to complete.
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2 Supplementary Results

The present section shows supplemental results from our study. The results are complementary to those
shown in the main paper by expanding on the analysis. The study focused on investigating the amount
of carbon-emission-free electricity generated by an electric power system under different cost scenarios.
We define carbon-emission-free electricity to be the percentage of the electric demand met by wind, solar
photovoltaics (PV), nuclear, and hydroelectric.

The same optimizations were performed on three separate years of weather and load data; 2006,
2007, and 2008. Each optimization was subject to the hourly resolution weather and load data for the
whole year. The solutions varied between different years, but only by small amounts. In fact, each cost-
optimized national solution was dispatched with the other two year’s weather and load data and we found
that no additional back-up capacity was required. However, for the simulations using smaller independent
electric power systems (greater number of divisions) the amount of natural gas capacity needed varied
depending on the year. The conclusion that the smaller area electric power systems did require extra
natural gas plants implies an important feature; that isolated small geographic areas exhibit greater year-
to-year variability than a larger encompassing geographic area. This phenomenon could be dealt with by
enforcing the smaller geographic area electric power systems to hold higher amounts of reserves - further
increasing costs. We focus on the 2007 weather and load data optimizations in this present section. We
show all three data years when there is useful information to be displayed, otherwise it can be assumed
that the different data years behave in a similar manner to the 2007 data year.

The rest of this section is broken down into three parts. First, we show expanded results on the geo-
graphic scaling study. Second, we describe the results of the natural gas fuel cost sensitivity study. Third,
we illustrate the impact of coal without carbon capture and sequestration (CCS) on the optimization of a
single connected US electric sector.

2.1 Geographic Scaling Study

Geographic scale and cost are two important inputs into the optimized solutions. For our investigation,
we performed a total of nine optimizations for each cost (and data year) scenario for 1, 2, 4, 8, 16, 32,
64, 128, and 256 independent electric power systems. Because of the vast amount of possible outputs
from the different scenarios computed, we show a selection of the optimized solutions. Figure 11 displays
configurations of the cost-optimized electric power system for the Low-cost Renewable High-cost Natural
Gas (LRHG) scenarios for four different grid size distributions: a contiguous US electric power sector
with one connected system, eight independent systems, 64 independent systems, and 256 independent
systems. Figures 12 and 13 show the same information as Fig. 11, but for the Mid-cost Renewables
Mid-cost Natural Gas (MRMG) and the High-cost Renewables Low-cost Natural Gas (HRLG), respectively.

Figures 11–13 display the siting of wind, solar photovoltaic (PV), natural gas, nuclear, hydroelectric
power plants and HVDC transmission lines by cost-optimizing electric power systems at different geo-
graphic scales. In Figure 3 of the main text, we showed wind and solar PV binned at different densities. In
these images and all that follow in the supplementary information, we only show locations that have wind or
solar PV. We do not bin them because the images are too small to notice the differences. In all three cost
scenarios the optimization will construct HVDC transmission lines when it is economically advantageous.
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(a) Single electric power system (b) Eight electric power systems

(c) 64 electric power systems (d) 256 electric power systems

Figure 11: Configurations of cost-optimized contiguous US electric power sectors for the 2007 data year
and Low-cost Renewable High-cost Natural Gas (LRHG) scenario. The colored cells represent a technol-
ogy deployed within that model grid cell. It does not represent the amount that is found in that cell. The
colors are shown under the maps. The gray lines represent High Voltage Direct Current (HVDC) transmis-
sion lines built by the optimization and the thickness of the line is proportional to the capacity. Only (a)
and (b) can contain these HVDC transmission lines. (a) Shows the configuration for a single connected
cost-optimized electric power system over the contiguous US. (b) Displays a cost-optimized electric power
sector that contains eight independent electric power systems. (c) Is a cost-optimized electric power sector
with 64 independent electric power systems. (d) The configuration of a cost-optimized electric power sector
with 256 independent electric power systems.

Figures 11–13 show that the configuration of the electric power system is strongly dependent on the pro-
jected costs of technologies. For all three cost scenarios the optimization selects different configurations of
power plants while retaining the construction of HVDC transmission lines, indicating that the electric power
system benefits from HVDC transmission regardless of the constituent power plants. The vertical lines
of deployment of wind power plants are explained by the shape of the nodal areas, which are shown in
Fig. 10. The nodal areas were selected to have equal land area so that we could determine a functional
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(a) Single electric power system (b) Eight electric power systems

(c) 64 electric power systems (d) 256 electric power systems

Figure 12: Configurations of cost-optimized contiguous US electric power sectors for the 2007 data year
and Mid-cost Renewable Mid-cost Natural Gas (MRMG) scenario. The colored cells represent a technology
deployed within that model grid cell. It does not represent the amount that is found in that cell. The colors
are shown under the maps. The gray lines represent High Voltage Direct Current (HVDC) transmission lines
built by the optimization and the thickness of the line is proportional to the capacity. Only (a) and (b) can
contain these HVDC transmission lines. (a) Shows the configuration for a single connected cost-optimized
electric power system over the contiguous US. (b) Displays a cost-optimized electric power sector that
contains eight independent electric power systems. (c) Is a cost-optimized electric power sector with 64
independent electric power systems. (d) The configuration of a cost-optimized electric power sector with
256 independent electric power systems.

relationship between geographic area and wind and solar deployment. Thus, the lines of deployment are
due to the optimization moving the wind plants closest to the high resource while reducing variability. Other
shapes and sizes of nodal areas can be used, but the geographic scaling could not be quantified. Indeed,
the nodal areas are an input to the NEWS model and can be changed readily if needed.

We observed that the number of wind and solar PV sites selected is lower in Fig. 13 compared with
Fig. 11, indicating that without achieving renewable electricity cost goals, wind and solar PV will not be
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(a) Single electric power system (b) Eight electric power systems

(c) 64 electric power systems (d) 256 electric power systems

Figure 13: Configurations of cost-optimized contiguous US electric power sectors for the 2007 data year
and High-cost Renewable Low-cost Natural Gas (HRLG) scenario. The colored cells represent a technol-
ogy deployed within that model grid cell. It does not represent the amount that is found in that cell. The
colors are shown under the maps. The gray lines represent High Voltage Direct Current (HVDC) transmis-
sion lines built by the optimization and the thickness of the line is proportional to the capacity. Only (a)
and (b) can contain these HVDC transmission lines. (a) Shows the configuration for a single connected
cost-optimized electric power system over the contiguous US. (b) Displays a cost-optimized electric power
sector that contains eight independent electric power systems. (c) Is a cost-optimized electric power sector
with 64 independent electric power systems. (d) The configuration of a cost-optimized electric power sector
with 256 independent electric power systems.

significantly utilized in the production of electricity in the future, considered on an economical basis only.
In Figs 11–13, we can also see that with larger geographic areas, or fewer number of independent electric
power systems, the wind and solar PV tends to cluster more prevalently around optimal resource locations.
Figures 11 to Fig. 13 demonstrate that without a large geographic area, enabled by HVDC transmission,
the amount of wind and solar PV that can be economically deployed is reduced due to its variability. An
exception to this is when solar PV is very cheap (as it is in the LRHG scenario), in which case the amount
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of solar PV will increase slightly with decreasing geographic area because it can compete with natural
gas peaking requirements. This result that should be viewed with some caution because the power data
resolution is hourly and solar PV power production has zero inertia; hence cloud cover that is sporadic and
sub-hourly could cause solar PV power to drop considerably (not captured by the current model), reducing
its efficacy over small geographic areas.

Figure 11 shows that offshore wind is only deployed for the LRHG scenario. Further, offshore wind is
developed to very small amounts. The deployment increases with increasing system numbers because the
East Coast load needs fulfilling, but there is no access to the central plains when the geographic scale is
diminished, and so offshore becomes economically favorable. This indicates that offshore wind will result in
increased total annual cost compared with HVDC transmission and central plains wind power production.

For each scenario, the installed capacity of nuclear and hydroelectric power plants remains constant
at 100.4 GW and 74.4 GW, respectively. Further, they are located in the model grid cell closest to their
existing (as of 2012) geographic location. In addition, each optimization is initialized with the utility-scale
onshore wind and solar PV that existed at the end of 2012 in the nearest model grid cell for total installed
capacities of 59.5 GW and 2.5 GW, respectively (109,110). Thus every scenario that is run has 236.8 GW
of capacity installed at the outset.

Figure 14 shows the installed capacities (a,c,e) and amount of generation (b,d,f) by technology for each
of the panels shown in Figs 11–13. They show that for all cost scenarios, the amount of wind and solar PV
decreases with increasing system number (i.e. decreasing geographic area). These solutions are all cost-
optimized, so there is no constraint that enforces some proportion of weather-driven renewable electricity.
Comparing the LRHG (a,b) with the MRMG scenario (c,d), we see that solar PV is almost entirely removed
from the MRMG solution. The reduction in solar PV between the solutions also leads to a significant drop
in the total installed capacity of all combined generation because more natural gas is deployed, but is
dispatched by the optimization at a higher capacity factor than in the LRHG scenario. It is worth noting that
the onshore wind installed capacity drops by 14% from the LRHG to the MRMG single system solutions,
while the generation from onshore wind only falls 3%. The difference is facilitated by more dispatchable
natural gas. The placement of the onshore wind has many similarities between the LRHG and the MRMG
scenarios for the high-resource locations.

The main observed differences between the MRMG and HRLG scenarios [Fig. 14 (c,d) and Fig. 14 (e,f)]
are the reduction of onshore wind and the complete removal of new solar PV and another significant drop in
total installed capacity for the HRLG scenario compared with the other two cost scenarios. Interestingly, the
HRLG scenario, with a single connected system, has more than double the installed capacity of onshore
wind compared with 2012. The cost inputs are relatively similar to those in 2012. Note that there are no
incentives, such as production tax credits (PTC) or investment tax credits (ITC), in the optimization for any
technology.

Somewhat surprisingly, the installed capacity for each cost scenario is within 60 GW for each of the
optimizations for different system numbers, but the share of generation by weather-driven renewables de-
creases significantly with increased system number. This indicates that the electric power sector is most
efficient when connected over large geographic areas irrespective of the generation technology; however,
for weather-driven renewable technologies to be most effective, a large-scale connected system is essen-
tial. Using the data from the LRHG scenario, natural gas generation increases by 81% between the single
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Figure 14: The installed capacity in GW (a,c,e) and generation share (b,d,f) by technology. Each panel
shows different geographic scales of electric power systems for the 2007 data year optimizations. (a,b) is
for the Low-cost Renewable High-cost Natural Gas (LRHG) scenario. (c,d) is for the MRMG scenario. (e,f)
is for the HRLG scenario.

system optimization to the 256 division systems. Solar PV production increases 24% while onshore wind
production falls 58%. The MRMG scenario shows a similar trend; natural gas generation increases by
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61%, while wind and solar are reduced by 60% and 67%, respectively.
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Figure 15: Curtailment of wind and solar PV for the three different cost scenarios. The curtailment is
represented as a percentage of the variable generation. Green is for the LRHG scenario, blue is for the
MRMG scenario, and purple is for the HRLG scenario. In all three cost scenarios the amount of curtailment
increases with increasing number of systems (decreasing geographic area).

To put the large amounts of wind and solar PV for the LRHG scenario in the previous paragraphs into
perspective, we compared the magnitude of the wind, solar PV, and natural gas installations found in the
optimizations with 2012 installed capacities. Installed utility-scale wind energy in the US was 59.5 GW from
more than 40,000 turbines (109), while the total installed utility-scale solar PV capacity was 2.5 GW (110).
Hence, the onshore wind capacity would be approximately ten times greater than in 2012. Equivalently
205,000 2.5-MW wind turbines would be needed, which is five times greater than the number of turbines in
2012 (109). For solar PV, the required capacity would have to increase by 65 times compared to 2012 (110).
Natural gas capacity is reduced slightly from the 2012 US natural gas plant capacity of approximately 486
GW. The installation rate of wind would need to average approximately 31 GW per year from 2015, which
is only just over three times the installation rate of 2010 (109). Solar PV requires a rate six times greater
than occurred in 2012 (110). The increase in distributed wind and solar PV generators could improve the
security of electricity grid because larger numbers of smaller generators are harder to attack than fewer
larger ones. Another important benefit of a system of this kind is the reduction of water use by electric
generation. Wind and solar PV use much less water per MWh than fossil fuel generation. In fact, the
LRHG scenario national system would consume 65% less water (emit to the atmosphere as water vapor)
than the 2012 generation mix when ignoring evaporation from hydroelectric reservoirs (111).

In Fig. 15, we display the curtailment of wind and solar PV for each of the three cost scenarios for
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four different geographic scales. It can clearly be seen that by increasing the number of systems (or
divisions) the amount of curtailment increases. Therefore, increasing the number of systems not only
decreases the amount of variable generation, but also more of that generation is curtailed (wasted). The
significant curtailment (37.2%) for the HRLG scenario with 256 independent systems is can be explained
by three effects: first, the optimization must use the 59.5 GW of existing wind generation that may not be
in an optimal configuration for those 256 systems (it is recognized that 256 systems is double the number
of systems that existed in 2012); secondly, the wind and solar PV electricity being produced is a small
amount; and thirdly, the wind deployed in the existing system is in geographically large systems and so
can be utilized more effectively and is not captured by the NEWS model at these system sizes. The
study was designed to investigate geographic scaling on the electric power sector with variable generation,
so existing balancing authority areas, independent system operators, etc. are not recognized within the
model. Markets in 2012 that contained wind on their power grids reported between 2 and 4% of curtailment
(112). Over recent years, the totals have been as high as 18%, but expansions in local transmission,
changing policies for non-variable generators, improved forecasts, and increased system flexibility have
improved these numbers (112). The excessive curtailment of wind and solar PV for the 256 division system
for the High-cost Renewable Low-cost Natural Gas (HRLG) scenario occurs because without effective
transmission and low natural gas fuel costs it is more economical to curtail the variable generation and
use natural gas instead. Therefore, for the 256 division system studied (significantly more fragmented than
the 2012 electric power system), the existing wind and solar PV plants are not economically optimal (i.e.
if the optimization could choose not to build those existing wind and solar PV plants it would not have
done so). For reference, the smallest geographic area studied in the model results in 256 equally sized
32,700 km2 electric power systems, while in the current US system, the largest operator is the Midcontinent
Independent System Operator (MISO) that covers an area of approximately 1,338,000 km2 within the US
(www.misoenergy.org). However, the geographic scale study implies that the numerous US electric power
systems that cover small areas will not be able to deploy utility-scale wind and solar PV to high penetration
levels (cost competitively) because of the variability of wind and solar PV within their boundaries.

In Fig. 16, we display a summary of the overall features of the geographic scaling study. Figure 16 (a)
shows the CO2 emissions from the electric sector compared with 1990 levels. It clearly indicates that more
independent (therefore smaller) electric power systems emit more CO2 than fewer systems; this holds
true to all three cost scenarios. In Fig. 16 (b), we can see the cost of electric power systems compared
with the single connected system. With increasing system number comes increasing costs. Figure 16 (c)
demonstrates that the smaller the geographic area the less wind and solar PV generation there is. The
reduction in wind and solar PV generation leads to increasing costs and higher CO2. Therefore, these
results indicate that to get the greatest reduction in CO2 emissions from wind and solar PV for the lowest
total annual cost, the largest connected electric power system possible should be implemented. In all cost
scenarios, there is a reduction from 1990 levels; some of which is attributed to the avoidance of CO2 from
coal power plants. For example, for the High-cost Renewable Low-cost Natural Gas (HRLG) scenario with
256 independent electric power systems, 27% of the electricity is generated from carbon-emission-free
technologies (compared with the 31% in 1990), but the system only emits 72% of CO2 compared with
1990 levels.

For the remainder of the present subsection, we describe the features of electric power systems that
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Figure 16: Summarized picture of the geographic scaling study. All three cost scenarios are shown. Four
of the nine geographic scales investigated are shown. (a) Displays the CO2 emissions from the electric
sector as a percentage of the emissions from 1990 levels. It illustrates that with a decrease in geographic
area (increase in number of independent power systems) the CO2 emissions increase. (b) Shows the
total cost of the electric power sector compared with the single connected contiguous US system. The
panel indicates that cost-optimal systems over smaller geographic areas are more expensive than larger
systems. (c) The share of the electricity generated by carbon-emission-free technologies. It can be seen
that with smaller geographic areas less carbon-emission-free generation is selected by the optimization.

incorporate large amounts of wind and solar PV that are generated by the optimization model. The best
scenario to perform this analysis on is the Low-cost Renewable High-cost Natural Gas (LRHG) scenario
as it has the maximum wind and solar generation. Accordingly, the following figures will only display the
LRHG scenario results for the 2007 data year.

A fundamental constraint in the optimization was to supply enough electricity to serve the load every
single hour of the year within each electric power system without fail. To do so, the optimization algorithm
has to ensure that the interplay of the generation from wind, solar PV, natural gas, nuclear and hydroelectric

43



Nature Climate Change Manuscript - Confidential 27 November 2015

200 250 300 350 400
Time (Hrs)

0

200

400

600

800

G
en

er
at

io
n

 /
 L

o
ad

 (
G

W
)

(a) Single electric power system
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(b) Eight electric power systems
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(c) 64 electric power systems
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(d) 256 electric power systems

Natural gas!

Curtailment!Electric Losses!

Nuclear!

Offshore wind!

Hydroelectric! Solar PV!

Onshore wind!

Coal! Load-following Reserves!

200 250 300 350 400
Time (Hrs)

0

200

400

600

800

G
e
n
e
ra

ti
o
n
 /

 L
o
a
d
 (

G
W

)

200 250 300 350 400
Time (Hrs)

0

200

400

600

800

G
en

er
at

io
n 

/ L
oa

d 
(G

W
)

200 250 300 350 400
Time (Hrs)

0

200

400

600

800

G
en

er
at

io
n 

/ L
oa

d 
(G

W
)

200 250 300 350 400
Time (Hrs)

0

200

400

600

800

G
en

er
at

io
n 

/ 
L

oa
d 

(G
W

)

Dispatch Stack

200 250 300 350 400
Time (Hrs)

0

200

400

600

800

G
en

er
at

io
n 

&
 L

oa
d 

(G
W

)

Dispatch Stack

200 250 300 350 400
Time (Hrs)

0

200

400

600

800

G
en

er
at

io
n

 &
 L

o
ad

 (
G

W
)

Dispatch Stack

200 250 300 350 400
Time (Hrs)

0

200

400

600

800

Ge
ne

ra
tio

n &
 Lo

ad
 (G

W
)

Dispatch Stack

200 250 300 350 400
Time (Hrs)

0

200

400

600

800

G
en

er
at

io
n

 &
 L

o
ad

 (
G

W
)

Figure 17: Sample wintertime dispatch stacks for the Low-cost Renewable High-cost Natural Gas (LRHG)
scenario for the 2007 data year. The vertical axes displays the generation and load (black line above wind)
requirements in GW and the horizontal axes label the hour of the optimization. The dispatch stacks show
the time period of 08:00 UTC January 8th to 16:00 UTC January 16th. Each panel shows the aggregated
US electric power sector generation and demand. The panels are for (a) a single connected electric power
system, (b) eight independent electric power systems, (c) 64 independent electric power systems, and (d)
256 independent electric power systems.

sources, along with reduction due to the electrical losses along transmission corridors, results in electricity
reaching its destination at the correct time step everywhere. The algorithm achieves this while producing
a minimum total yearly cost. To illustrate how the different generators contribute we display 200 sequen-
tial hours from January and from July (to represent winter and summer) in Figs 17 and 18, respectively,
showing how the electric demand varies on diurnal, weekly and seasonal cycles. The same four division
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(a) Single electric power system
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(b) Eight electric power systems
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(c) 64 electric power systems
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(d) 256 electric power systems
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Figure 18: Sample summertime dispatch stacks for the Low-cost Renewable High-cost Natural Gas
(LRHG) scenario for the 2007 data year. The vertical axes displays the generation and load (black line
above wind) requirements in GW and the horizontal axes label the hour of the optimization. The dispatch
stacks show the time period of 22:00 UTC June 15th to 06:00 UTC June 24th. Each panel shows the
aggregated US electric power sector generation and demand. The panels are for (a) a single connected
electric power system, (b) eight independent electric power systems, (c) 64 independent electric power
systems, and (d) 256 independent electric power systems.

size configurations of the LRHG scenario are shown as in Fig. 11. The effect of geographic scaling on the
use of wind and solar PV on hourly time steps is readily apparent. Most prominently, Figs 17 and 18 (d)
have much less onshore wind contributing to the electric mix compared to panels (a). In addition, there is
an increase in the ramping of the natural gas. In fact, in all of the panels, there is extensive ramping of the
natural gas plants to complement the variations in the wind and solar PV.
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One interesting aspect is the daily ramping of wind and solar PV and how that effects the natural gas
daily cycling. Each morning the solar PV ramps up rapidly, and this compensates for the down ramp in
the wind generation; in fact it over compensates for it, and natural gas is down ramped (indeed sometimes
natural gas is turned off and some variable generation must be curtailed). We can observe that the solar
PV reaches maximum output before the demand peaks (particularly obvious in summer). The difference
in the maximum output in solar PV and wind leads to the natural gas needing to ramp up rapidly each
each day reaching its maximum in the late afternoon. Even though we show additional ramping, it happens
regularly and in a fairly similar pattern each day. Cycling like this is part of the daily rhythm of the electric
demand; it is just exaggerated by the solar PV rapid ramping each day.

Even though storage was never selected by the optimization, because it was too expensive, there is
significant opportunity for storage if it becomes cheaper or the societal benefits are high enough. In Fig.
17 we see times of over production, which in these solutions results in curtailment (when electricity is not
utilized and shed). The over production could be used as an opportunity with storage and could then be
dispatched to reduce the ramping needs of the natural gas plants and avoid scarcity pricing within electricity
markets. Indeed, in our model we have simplified the hydroelectric power output; it may not vary much (5%)
from the values set out in subsection 1.3. Of course, in reality it may be prudent to dispatch hydroelectric
generation to follow the variations in wind and solar PV to complement their behavior. We did not do this
in the current study because of the limitations on dispatching hydroelectric as discussed in subsection 1.3.
In addition, we are focusing on the complementary nature of wind, solar PV, and natural gas with scale. If
hydroelectric power output was dispatched as well, it would have added another degree of freedom and
complexity, but could result in more variable generation being utilized.

Figure 17 depicts that at some time steps there is curtailment of variable generation and natural gas is
being dispatched. These occurrences happen more frequently when the number of electric power systems
increase (c.f. panel (a) and (d)). It appears to be a contradiction to have variable generation being curtailed
(which increases net costs for variable generators) while burning fossil fuels (increasing the net cost of
natural gas) at the same time in a cost optimization; however, this contradiction is only apparent and can
be understood in terms of transmission. If there is congestion on transmission lines at a particular time
step, the optimization has to choose whether to construct a higher capacity HVDC line or not. If over the
entire year the cost to build a higher capacity line is greater than curtailing variable generation and burning
natural gas (and building any extra required capacity), the line will not be expanded. Further, if the HVDC
transmission line is already at full capacity (12 GW in the model), then the optimization has no choice but to
curtail the electricity; if the amount of curtailed electricity increases substantially and the associated costs
are no longer optimal, the optimization will change the generation mix. The reason the curtailment and
natural gas dispatch increases with more electric power systems is simply because curtailment could be
occurring in one system that is not connected to another system that is dispatching the natural gas plants.

Figures 17 and 18 highlight an important feature of the optimization model. The model dispatches gen-
erators, transmits power, and takes into consideration electric losses and curtailment while simultaneously
deciding the siting of all the different technologies. It is important to do this because of the variable nature
of wind and solar PV. Only computing the annual electricity production and consumption is not sufficient.
Electricity must be provided where and when it is needed. When comparing the wind and solar PV gener-
ation it becomes possible to see that they have different and complementary benefits and challenges for
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electric power systems. Solar PV has a big impact on ramping and cycling of natural gas. Solar PV ramps
substantially each day because of its lack of inertia and following the Sun’s daily cycle, while wind tends
to ramp more slowly. Wind power output is generally higher at night than day and that complements the
solar PV that peaks in the day (and none at night). Wind power output is less strongly correlated with the
diurnal cycle than solar PV is and that allows lower frequency ramping of natural gas plants. It is clear from
Figs 17 and 18 that the concepts of base load, intermediate load and peak load are not appropriate for
variable generation-dominated electric power systems; instead a geographic metric would be necessary to
show where electricity production and consumption is high and how transmission will need to be used to
facilitate the flow of power between those regions.

Since Figs 17 and 18 show only 200 hours of two seasons, we need some way to consider the behavior
of the wind and solar PV over the entire year. We construct histograms that show the difference between
the aggregated carbon-emission-free generation and electric demand for the entire electric power sector
for each optimized system. We display four examples in Fig. 19. When the difference is positive, there is
a surplus of wind and solar PV generation, and when it is negative, there is a shortfall of wind and solar
PV (where natural gas needs to be dispatched). In general, the histogram shifts to the left and becomes
broader as the number of electric power systems increases. The shift to the left and the broadening
indicates a greater need for natural gas capacity and ramping. All four of the examples have approximately
the same maximum surplus (⇠200 GW) because of the high penetration of solar PV that creates high
surplus in the spring and fall.

Another noticeable feature is that as the number of electric power systems increases (from panel (a)
to (d)), the histogram becomes less smooth. It is worth mentioning that the peak of the histogram is to
the left of the zero line. This is a consequence of the choice of optimization. If we optimized using load
matching, the histogram would be centered on the zero line, and would be narrower. The behavior of the
load matching technique is contained in Clack et al. (22). However, since we performed a cost-optimization,
the histogram is shifted left of the zero line. The shift left is because the surplus electricity is an (implicit)
cost to the wind and solar PV generators, which reduces its competitiveness against the natural gas power
plants. With a single connected electric power system, the surplus can be greater because access to
higher capacity wind and solar resources reduce the overall generation cost of wind and solar PV. Thus,
more electricity can be curtailed for a given cost of natural gas. Other information can be found from the
histograms shown in Fig. 19; the integral of the right-hand side of the black line is the amount of electricity
curtailed and the integral of the left-hand side of the black line is the amount of electricity supplied by the
natural gas generation. Note that to achieve 100% carbon-emissions-free generation the histogram would
need to be entirely shifted to the right of the zero line. Therefore, as shown achieving higher amounts of
wind and solar PV generation will increase costs nonlinearly. That is because with each wind and solar
PV plant added, more electricity will be curtailed due to correlation between existing generators as the
histogram marches to the right of the zero line. Some of this effect will be demonstrated by the natural gas
sensitivity study in subsection 2.2.

We saw in Figs 17 and 18 that natural gas power plants are ramped regularly each day due to the
wind and solar PV variable generation. The figures only show 200 hours in two seasons. To understand
the overall performance of the natural gas plants with regards to ramping, we computed the change in
output from one hour to the next for the every hour of the year in the optimized systems. Ramp rates are
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(a) Single electric power system
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(b) Eight electric power systems
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(c) 64 electric power systems
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(d) 256 electric power systems

Figure 19: Histograms of the difference between the aggregated carbon-free-emission generation and the
demand in GW for the US electric power sector. The panels display the values for the 2007 data year
LRHG scenario. Negative values denote a need for fossil fuel generation and positive values represent
requirements for curtailment of variable generation. The vertical axes represents the percentage of time
represented by each 10-GW bin. The panels show the (a) single connected system solution, (b) eight
independent systems, (c) 64 independent systems, and (d) 256 independent systems. It can be seen that
with increasing system number the histogram moves further left, signifying a greater use of fossil fuels. In
addition, the histogram is more broad, taking a wider range of values, therefore increasing ramping of the
fossil fuel generators.

important because natural gas generators are constrained by physical limits; currently modern combined
cycle natural gas power plants have the ability to ramp ±7% of capacity per minute (113). The histograms of
these computations are shown in Fig. 20. The histograms are binned in 2% increments of the aggregated
installed capacity of natural gas. Again, we display the four example cost-optimized electric power sectors.
It is clear from Fig. 20 that as the number of electric power systems increases (panel (a) to (d)) the peak of
the histogram diminishes (fewer time steps with zero ramp rate) and becomes less symmetric. In general,
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(a) Single electric power system
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(b) Eight electric power systems
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(c) 64 electric power systems
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(d) 256 electric power systems

Figure 20: Histograms of the aggregated hourly rate of change of generation output (ramp rates) for the
natural gas power plants. The vertical axes represent the percentage of time the system has a ramp rate of
a certain value (2% bin size). The horizontal axes show the aggregated ramp rates of the natural gas power
plant fleet. The panels show the (a) single connected system solution, (b) eight independent systems, (c)
64 independent systems, and (d) 256 independent systems. Immediately we can see that (a) has a much
higher peak at 0% ramp rate for the natural gas fleet. This is due to carbon-emission-free generation
supplying 100% of the electricity. It can also be seen that the aggregated fleet in (a) has wider tails than
the other panels. The wider tails can be explained partly by the fact that a single system has lower installed
capacity of natural gas plants than the other systems, but also because there is less variable generation in
the more fractured electric power sectors.

the up ramps (when the power output from natural gas plants increases) have a longer tail than the down
ramps, which is more pronounced in the electric power sector with more independent power systems. The
difference between the up and down ramp behavior can be attributed to the combination of how the wind
and solar PV power outputs vary in concert. The solar PV power output reduces rapidly each evening
towards sunset, while the wind has inertia and takes times to ramp up; to balance the load, the system
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must dispatch natural gas. In the morning the opposite is true, wind ramps down more gradually than
solar PV ramps up; thus the dispatch down for the natural gas plants has a shallower gradient. In addition,
the electric demand is higher in the late afternoon compared with the morning. Of course the described
behavior is a generality, and there are times when this is not true, but over the year it averages out to cause
the up ramps on the histograms to have longer tails.

Figure 20 indicates that with more electric power systems there are fewer large ramping events (say
10% of the natural gas power plant fleet). There are three reasons behind this. First, there is more natural
gas plant capacity when there are more electric power systems (see Fig. 14). Hence, if the amount of
ramping were the same in megawatts (MW) the percentage would be reduced. The second reason is that
there is less wind and solar PV generation. Finally, we are only displaying aggregate values for the entire
electric power sector. Each individual electric power system has its own mix of generators and the ramp
rate histograms look different for each system because the amount of natural gas capacity varies between
systems. It is not practical to show each individual system (or pick random ones), so for completeness,
we note that the most extreme ramp rates are ±60% of the natural gas installed capacity for any of the
optimized systems within the 256 division LRHG scenario. The ramping does make the system control
aspect more complex. However, even the extreme hourly ramp rates (⇠60% of capacity) are within the
capabilities of modern natural gas combined cycle power plants. It is not known if the sub-hourly ramping
is more extreme as the temporal resolution of the model is hourly and so we have no ability to comment
on these timescales. It should be stated that the electric load has intrinsic ramping that must be matched
by the generation fleet. It can be shown that the extreme ramps of the electric load for the 2007 data year
are -18% and +13%. Hence, adding wind and solar PV does increase the ramping requirements of the
dispatchable generators in the electric power sector; crucially (at hourly resolution) the ramping does not
exceed the ability of current natural gas plant technology. In addition, in larger connected systems shared
generator resources mean that ramping increases on a percentage aggregated basis, but can substantially
reduce the ramping that would occur within some of the smaller electric power systems.

2.2 Natural Gas Sensitivity Study

The geographic study reduced the electric power sector down to a small number of generator types; wind,
solar PV, nuclear, hydroelectric, and natural gas. It enforced that nuclear and hydroelectric capacity must
remain constant, so that the effects of geographic scale on wind and solar PV with natural gas back
up could be investigated. It is clear that the cost of these technologies has a big impact on the overall
system configuration. One of the most volatile costs is that of the natural gas fuel. Monthly-averaged costs
for natural gas fuel for electricity have been as low as $3.70 and as high as $13.43 (2013$) per million
British thermal units (MM Btu) in the decade between 2002 and 2012 (http://www.eia.gov/dnav/ng/
hist/n3045us3m.htm). The daily well head spot prices have a larger spread of $2.19–$23.40 (2013$) with
these extremes occurring within one year of each other (http://www.eia.gov/dnav/ng/hist/rngwhhdd.
htm). Clearly, the natural gas fuel cost changes at a much higher frequency than the technology costs.
Therefore, it is important to analyze the sensitivity of cost-optimized electric power systems to natural gas
fuel cost. The sensitivity study can also be utilized to calculate a carbon tax that would be necessary
for a given market cost of natural gas fuel that facilitates a desired percentage of carbon-emission-free
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generation for electricity. In the present subsection, we describe the results of a natural gas sensitivity
study we conducted.

(a) $2 / MM Btu natural gas fuel (b) $6 / MM Btu natural gas fuel

(c) $10 / MM Btu natural gas fuel (d) $14 / MM Btu natural gas fuel

Figure 21: The changing configuration of a single connected contiguous US electric power sector due
to natural gas fuel cost changes. The gray lines represent the HVDC built by the optimization and the
thickness of the lines are proportional to the capacity. The renewable costs are set to those in the Low-cost
for each technology. We show four of the 15 natural gas fuel costs run for the Low-cost Renewables over
the data year 2007. We show the optimization configuration for (a) $2 / MM Btu natural gas, (b) $6 / MM
Btu natural gas, (c) $10 / MM Btu natural gas, and (d) $14 / MM Btu natural gas.

The natural gas sensitivity study focuses on a single connected contiguous US electric power system.
We performed the study on each of the three data years of 2006–2008. The cost of the generators and
HVDC transmission are identical to those used for the three cost scenarios for the geographic scaling study
(see Table 3). We do not use the natural gas fuel costs from that table. Instead, we vary the cost of natural
gas fuel from $0 to $14 / MM Btu (2013$). For the natural gas sensitivity study, we performed a total of 135
optimizations. For the sake of clarity, we only show a single data year (2007) and a selection of graphics
that illustrate the main points of the investigation. As with the geographic scaling study, the different data
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years show small quantitative differences, but the overall results are qualitatively very similar. To be clear,
the only difference between each optimization run for a specific data year and technology cost is the natural
gas fuel cost.

Figure 21 shows the optimal configurations of four (from 15 possible) natural gas fuel costs for the
Low-cost Renewables over the 2007 data year. As the natural gas fuel cost increases, the amount of wind
and solar PV sites increases. The new siting of wind and solar PV between two natural gas fuel costs is
interesting because it indicates the marginal cost of those new generators. The difference between panels
(a) and (b) is more pronounced than between panels (c) and (d), even though the difference in natural
gas fuel is the same at $4 / MM Btu, indicating that wind and solar PV marginal costs are higher between
(c) and (d) than between (a) and (b). In Fig. 21 (d) there is a large offshore wind farm off the coast of
Cape Cod. This indicates that at $14 / MM Btu offshore wind at $3.41 / W has become economical in
a single connected electric power system. We can also see that the amount of HVDC transmission is
substantially increased from low-cost to high-cost natural gas fuel, but the HVDC system is present in all of
the optimizations regardless of generation mix. This reinforces the conclusion from the geographic scaling
study that the HVDC transmission lines make the electric power sector more economical irrespective of
generator technology.

Figure 21 also illustrates that as natural gas fuel cost increases, more wind and solar PV sites are
selected; however, it is not guaranteed that if a site is selected at a lower cost of natural gas fuel it will
be selected at a higher cost of natural gas fuel. For example, in Fig. 21 (b) there is a line of solar PV
plants along the Tennessee-Alabama border that are not present in panels (c) or (d). This fact raises a
fundamental concept: the future electric power system will be cost optimal only if the final system can be
envisioned at the outset, although it may be that many roughly similar configurations may have only slightly
different costs.

Figure 22 displays the total installed capacity (GW), while Fig. 23 shows the generation share (%).
Both figures are divided by technology and are shown as a function of the cost of natural gas fuel. The $0
per MM Btu for natural gas fuel cost provides a reference point. The optimization must select 100.4 GW of
nuclear and 74.4 GW of hydroelectric, along with a minimum of the existing 59.5 GW of onshore wind and
2.5 GW of solar PV. At $0 / MM Btu, we can see if any variable technology can compete with a dispatchable
one without fuel costs. Not surprisingly, for the Mid-cost Renewable and High-cost renewable scenarios no
technology can. For the Low-cost Renewable scenario, actually 3 GW (500 MW new installed) of solar PV
($1.19 / W) can compete economically with natural gas because solar PV is actually cheaper per installed
Watt than natural gas ($1.24 / W) and there is part of the natural gas fleet that is only dispatched for
summer time peaks. If they are dispatched infrequently, the capacity factor drops; increasing the cost of
generation.

In Fig. 22 it is easy to compare the different cost implications for the installed capacity of the single
connected contiguous US system. The higher the cost of natural gas fuel, the larger the total installed
capacity. The solar PV is squeezed out of the systems entirely in the High-cost Renewable scenario. The
High-cost Renewable scenario is simply a wind and natural gas dominated system. The solar PV presence
in the Low-cost scenario reduces the installed capacity of wind compared with the High-cost scenario, yet
the total installed capacity of all generation is much higher. We can explain this because solar PV has a
lower capacity factor, but is more correlated to the load. So it increases its capacity at the expense of both
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(a) Low-cost renewables
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(b) Mid-cost renewables
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(c) High-cost renewables
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Figure 22: The installed capacity (GW) by technology for the natural gas sensitivity study over the 2007
data year. Each panel displays the capacity of each technology for the full range of natural gas fuel costs
simulated. (a) Shows the Low-cost Renewables scenario, (b) displays the Mid-cost Renewables scenario,
and (c) is the High-cost Renewables scenario. In all panels there is a cost of natural gas fuel below which
no wind or solar PV is developed. Moreover, the deployment of wind and solar PV with increasing natural
gas fuel cost is not linear. As more wind and solar PV are added, the overall installed capacity increases.

natural gas and wind; however, more installed capacity of solar PV is needed compared with the removed
capacity of wind and natural gas.

Figure 23 depicts how the increase in installed capacity translates to the share of electricity generation
by technology. It illustrates the effect of capacity factor on the change in distribution of technology share
when compared with installed capacity. It is clear from Fig. 23 that there is a specific cost of natural gas
fuel below which no (or very little) variable generation is chosen for large-scale development. For panel
(a) it is ⇠$2 / MM Btu, for (b) it is ⇠$4 / MM Btu, and for (c) it is ⇠$5 / MM Btu. Initially there is a steep
increase in the use of wind and solar PV because high resource areas are available and curtailment is not
an issue because their share of total electricity is still relatively low. Eventually, with continued natural gas

53



Nature Climate Change Manuscript - Confidential 27 November 2015

0%!

10%!

20%!

30%!

40%!

50%!

60%!

70%!

80%!

90%!

100%!

 $- !  $1 !  $2 !  $3 !  $4 !  $5 !  $6 !  $7 !  $8 !  $9 !  $10 ! $11 ! $12 ! $13 ! $14 !

G
en

er
at

io
n 

Sh
ar

e 
(%

)!

(a) Low-cost renewables
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(b) Mid-cost renewables
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(c) High-cost renewables
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Figure 23: The generation share (%) by technology for the natural gas sensitivity study over the 2007
data year. Each panel displays the share of electricity provided by each technology for the full range of
natural gas fuel costs simulated. (a) Shows the Low-cost Renewables scenario, (b) displays the Mid-cost
Renewables scenario, and (c) is the High-cost Renewables scenario. The nonlinear behavior of the addition
of wind and solar PV is very pronounced. Once all the high-resource, low-correlated wind and solar PV
sites are developed, the system moves to less desirable choices, substantially slowing the increase in
wind and solar PV generation share. From an economics standpoint this is understood to be caused by
increasing marginal cost for wind and solar PV generators.

fuel cost increases, the highest resource sites are saturated, and when new sites are selected, some of
the electricity begins to be curtailed further raising costs.

An interesting analogy is that of population growth. At first it is very rapid, but at some point the pop-
ulation reaches a turning point where resources and competition become scarce, which acts to limit the
growth. The development of wind and solar PV is limited by the correlation between resources, trans-
mission constraints, and curtailment of over-produced electricity. Using the three panels of Fig. 23, we
estimate the inflection point is at a level of ⇠60% carbon-emission-free generation (in these simulation that
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equates to ⇠36% combined wind and solar PV). The cost of natural gas fuel is necessarily different for
each cost scenario where the inflection point to occurs. It is at these penetration levels that electric storage
will increase in value to reach higher carbon mitigation amounts because it has the ability to decorrelate
the generation from different wind and solar PV plants.
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(b) Cost comparison
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(c) Carbon-emission-free generation
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(d) Curtailment
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Figure 24: Summarized picture of the natural gas sensitivity study. All of the natural gas fuel costs are
shown for the three different technology costs over the 2007 data year. (a) Displays the CO2 emissions
from the electric sector as a percentage of the emissions from 1990 levels. It illustrates the decrease
in emissions with rising natural gas fuel cost, but with diminishing returns at the highest costs; there is a
negative logistic relationship. (b) Shows the relative total system costs compared with the system produced
by $4 / MM Btu natural gas fuel cost. The cost differences exhibit a power law relationship. (c) Highlights the
carbon-emission-free generation at the various natural gas fuel costs. It can be represented by a logistic
function, suggesting diminishing increases in wind and solar PV generation share with higher natural gas
fuel cost. (d) Represents the curtailment of wind and solar PV as a percentage of total wind and solar PV
generation at each natural gas fuel cost. The increase in curtailment is steepest for the Low-renewable
scenario, which can be attributed to high penetrations of solar PV.
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In Fig. 24 we plot the overall features of the cost-optimized electric power system with varying natural
gas fuel costs. Panel (a) depicts the amount of CO2 emissions from the electric sector compared with 1990
levels. As expected, as the cost of natural gas fuel rises, the amount of CO2 emitted falls. The decrease
happens more rapidly for the lower-cost renewables. Comparing the Low-cost and High-cost Renewable
scenarios, we can deduce the benefit of solar PV in CO2 emission reduction because the cost of wind only
varies 9% between the two scenarios and solar PV is completely removed in the High-cost Renewable
scenario (see Fig. 24). It is striking that the combination of wind and solar PV (see Low-cost Renewables
scenario in Figs 23 (a) and 24 (c)) is far more effective at carbon mitigation than wind on its own (see
High-cost Renewables scenario in Figs 23 (c) and 24 (c)).

Figure 24 (b) shows how the total annual cost of the system increases monotonically with increasing
natural gas fuel cost as expected. The increase in costs can be approximated as linear until the ⇠60%
carbon-emission-free generation level is reached and then increases more slowly. The carbon-emission-
free generation is represented in panel (c). The logistic nature of the carbon-emission-free generation
share is clearly depicted. Curtailment, one of the main causes of the increasing marginal cost of additional
wind and solar PV generation at high penetration levels, is shown in panel (d). Curtailment is the result
of two factors. First the generators can be correlated and so over production will happen, which is more
pronounced for solar PV (comparing the Low-cost Renewable with the High-cost Renewable scenarios).
Secondly, the HVDC transmission capacity may reach its allowed limits (12 GW) and congestion can stop
the flow of electricity. Interestingly, if all the electricity that was curtailed in the Low-cost Renewable scenario
at $14 / MM Btu of natural gas fuel was able to be stored and then dispatched at some later time then
carbon-emissions-free generation would be able to rise from 84% to 91%; however, it may still not be
economical to do so.

We do not show the dispatch stacks for the natural gas sensitivity study because they do not provide
any further meaningful information regarding the performance of the electric power systems compared to
those shown in subsection 2.1. However, the histograms that show the yearly values for the ramp rates
and the surplus/shortfall do show interesting features and insight. Figure 25 displays histograms of surplus
and shortfall of carbon-emission-free generation for four example configurations. In subsection 2.1, we
suggested that as higher amounts of wind and solar PV generation is added to the electric power mix, the
histograms would become broader, shallower, and move to the right; Fig. 25 supports that claim. In panel
(a) there is very little variable generation and accordingly the histogram is dominated by the evolution of
the demand over the year. There is still nuclear, hydroelectric, and a small amount of wind and solar PV
that means the histogram is not exactly the electric load variation. Notice that there is no time where the
generation from carbon-emission-free generation exceeds the demand; a fact supported by the curtailment
plot in Fig. 24. With successive increases in natural gas fuel cost, the histogram becomes less sharp and
its peak moves right towards the zero-line. The plot in panel (d) shows the peak of the histogram very close
to the zero line. From Fig. 25 one component of the increasing marginal cost of wind and solar PV with
rising natural gas fuel cost is easier to understand. The area of the histogram to the right of the zero line is
larger at high cost of natural gas fuel than at lower cost. Curtailed or wasted electricity is an implicit cost for
variable generators and impacts their value. From a system control perspective, it is clear that the electric
power system represented by panel (a) would have different characteristics to that in panel (d). Indeed, the
way the system would need to be managed must change to accommodate the variable generation.
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(a) $2 / MM Btu natural gas fuel
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(b) $6 / MM Btu natural gas fuel
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(c) $10 / MM Btu natural gas fuel
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(d) $14 / MM Btu natural gas fuel

Figure 25: Histograms of the difference between the aggregated carbon-free-emission generation and the
demand in GW for the US electric power sector. The panels display the values for the 2007 data year Low-
cost Renewables scenario. Negative values denote a need for fossil fuel generation and positive values
represent requirements for curtailment of variable generation. The vertical axes represent the percentage
of time represented by each 10 GW bin. The panels show cost-optimal systems created from the natural
gas fuel cost being (a) $2 / MM Btu, (b) $6 / MM Btu, (c) $10 / MM Btu, and (d) $14 / MM Btu. It can
be seen that with increasing cost of natural gas fuel the histogram moves to the right, signifying a greater
use of wind and solar PV. In addition, the histogram becomes broader and shallower, therefore increasing
ramping of the fossil fuel generators.

For completeness, we include Fig. 26 that displays the aggregated natural gas hourly ramp rates. The
panels illustrate the dramatic difference in the electric system behavior with vastly divergent generation
mixes. The vast majority (over 99.5%) of ramps in panel (a) are contained within ±7% of capacity per
hour of the natural gas power plant fleet, while in (d) over 5% of ramps are greater than that range. The
extreme ramps are still rare, but there is a noticeable increase. Interestingly, there is also an increase in
the frequency of zero ramps.
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(a) $2 / MM Btu natural gas fuel
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(b) $6 / MM Btu natural gas fuel
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(c) $10 / MM Btu natural gas fuel
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(d) $14 / MM Btu natural gas fuel

Figure 26: Histograms of the aggregated hourly rate of change of generation output (ramp rates) for the
natural gas power plants. The vertical axes represent the percentage of time the system has a ramp rate
of a certain value (2% bin size). The horizontal axes show the aggregated ramp rates of the natural gas
power plant fleet. The panels show cost-optimal systems created from the natural gas fuel cost being (a)
$2 / MM Btu, (b) $6 / MM Btu, (c) $10 / MM Btu, and (d) $14 / MM Btu. Immediately we can see that (a)
and (d) have similar peaks at 0% ramp rate for the natural gas fleet, but that (d) has wider tails. The wider
tails indicate a lower fraction of small ramps, but increased fraction of larger ones.

The natural gas sensitivity study has facilitated a look at how wind and solar PV generation responds
to varying costs of dispatchable generation. It shows that more wind and solar PV is added with increasing
fuel costs, but the rate of adoption starts to slow after ⇠60% of carbon-emission-free generation due to
curtailment and correlation effects.
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2.3 The effect of coal plants (without CCS) in the optimization

We did not include coal for either the geographic scaling and the natural gas sensitivity studies. The main
reason behind that decision was to limit the degrees of freedom of those investigations. However, we
also considered that for the purposes of atmospheric carbon dioxide mitigation coal has some limitations:
first, coal has high CO2 emissions compared with natural gas; second, when considering coal with carbon
capture and sequestration (CCS) it is not cost competitive against natural gas; and third, coal has an aging
generation fleet that will almost entirely be retired by 2030. Nevertheless, currently coal is a dominant fuel
source for electricity production in the US, thus it is instructive to study how the inclusion of coal as an
option in the model impacts the cost-optimized electric power system for 2030.

To study the effects of coal plants in the electric power systems, we built a more comprehensive opti-
mization model. We needed to do this primarily because coal has different characteristics than natural gas
power plants. In addition, the more comprehensive model can be used for other sophisticated studies in
the future. There are two main changes to the optimization model compared with the version used in the
previous two studies, which are included to account for coal generation. First, a load-following reserve of
7% of total demand must be maintained at each time step. Secondly, coal power plants have a minimum
power output requirement. These new improvements are added to the model described in subsection 1.6.
The simpler model was used for the geographic and natural gas sensitivity because of runtime constraints
and to limit degrees of freedom that can obscure trends.

For the present study, we only allowed wind, solar PV, natural gas, coal, nuclear and hydroelectric
generators. We enforce a 7% load following reserves constraint because if a coal plant goes offline it is
unlikely to recover within an hour (a single time step). Since coal power plants have much more thermal
inertia than natural gas power plants and generally cannot operate at lower output levels efficiently, we
included a minimum power output constraint for coal power plants such that output cannot drop below 65%
of installed capacity (not including the planning reserves) at any time step.

The costs of the generators (except coal) are provided by Table 3, while the cost of coal is set to
(in 2013$) $1.47 / W for capital costs, $3.04 / MMBtu for fuel, and $5.01 / MWh for variable O&M (74).
Additionally, we supplied the model with the heat rate for the coal generation fleet. The value taken was
9,238 Btu / kWh, which represents a 12% decrease from the average value for the US coal fleet in 2012
(10,498 Btu / kWh) to take into account the recent EPA ruling on CO2 from electricity producers (114). One
last piece of extra information for the comprehensive optimization is the location of existing coal plants as of
2012. The information is used by the optimization as locations where coal power plants can be developed.
The maximum size of installation is 10 GW (the same as for the natural gas power plants).

Figure 27 displays cost-optimal configurations for a single connected contiguous US electric power
system. We performed the three cost scenarios as in the geographic scaling study, while holding the cost
of coal as set out in the previous paragraph. Immediately evident is that a national HVDC transmission
system is constructed by the optimization in all three cost scenarios; further reinforcing evidence that the
US electric power sector would be more economical with such a national system. In every scenario, wind
is constructed in large quantities in Kansas suggesting these locations are some of the most economical
in a connected system. Strikingly, there are much lower amounts of wind and solar PV developed in these
scenarios with coal compared with the same system that does not include coal.

To identify the electric power system breakdown by technology, we display the installed capacity and
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(a) Low-cost Renewables, High-cost Natural Gas (b) Mid-cost Renewables, Mid-cost Natural Gas

(c) High-cost Renewables, Low-cost Natural Gas

Figure 27: Cost-optimal configurations of a single connected contiguous US electric power sector that
include coal power plants. We show optimization configuration for (a) Low-cost Renewable High-cost
Natural Gas, (b) Mid-cost Renewable Mid-cost Natural Gas, (c) and High-cost Renewable Low-cost Natural
Gas. The three configurations show less variation than in the geographic scaling or natural gas sensitivity
studies. It can be seen that the most wind and solar PV is deployed in the LRHG scenario, but surprisingly
the least is developed in the MRMG scenario.

generation share in Fig. 28. It is clear that more wind and solar PV is installed and used in the LRHG
scenario than the other cost scenarios. For the MRMG scenario, wind and solar PV are squeezed out in
favor of coal and natural gas. In the HRLG scenario, natural gas is cheaper and so it removes coal power
plants, which allows more wind-generated power to be used within the system. Interestingly, the installed
capacity of wind is up compared to 2012 in all scenarios by 40%–76%. In the LRHG scenario, solar PV
replaces natural gas to help supply power for the summer time peaks. From Fig. 28, we can deduce that
the inclusion of coal severely limits the economic development of wind and solar PV beyond a small share
of the electricity generation mix. It should be noted that the EPA Clean Air Act efficiency improvements
have been included for coal, which makes them cheaper to run and more economic. Without this efficiency

60



Nature Climate Change Manuscript - Confidential 27 November 2015

100! 100! 100!
74! 74! 74!

105! 84! 83!

136! 3! 2!

244!
312!

428!

441!
471!

356!

0!

200!

400!

600!

800!

1000!

1200!

1400!

1600!

1800!

Low-cost RE High-cost NG! Mid-cost RE Mid-cost NG! High-cost RE Low-cost NG!

In
st

al
le

d 
C

ap
ac

ity
 (G

W
)!

(a) Installed capacity

17%! 17%! 17%!

5%! 5%! 5%!
6%! 5%! 6%!
6%!
3%!

5%!

15%!

62%!
68%!

56%!

0%!

10%!

20%!

30%!

40%!

50%!

60%!

70%!

80%!

90%!

100%!

Low-cost RE High-cost NG! Mid-cost RE Mid-cost NG! High-cost RE Low-cost NG!

G
en

er
at

io
n 

Sh
ar

e 
(%

)!

(b) Generation share
0!

200!

400!

600!

800!

1000!

1200!

1400!

1600!

1800!

Low-cost RE High-cost NG! Mid-cost RE Mid-cost NG! High-cost RE Low-cost NG!

In
sta

lle
d 

Ca
pa

ci
ty

 (G
W

)!

Nuclear! Hydroelectric! Onshore Wind! Offshore Wind! Solar PV! Natural Gas! Coal!

Figure 28: The installed capacity in GW (a) and generation share (b) by technology for each cost scenario.
Coal power production dominates in all cases, but its installed capacity share varies more dramatically.
In the LRHG scenario wind and solar PV development is noticeable, but it appears to happen at the
expense of natural gas. The installed capacities between different cost scenarios are very similar, while
the generation share changes are more pronounced.

improvement, the share of coal would be lower. The efficiency improvements could have a possible steep
capital cost at older existing coal power plants, but our model assumes these retire and new ones are
built in their place. If a coal power plant is fully owned by the operator, the cost of generating electricity is
almost entirely fuel related and therefore efficiency changes will reduce its profitability (as capital will need
to be spent improving the power plant). Additionally, if different constraints were to be imposed on the coal
generation fleet within the model (such as a lower minimum power output constraint or higher coal fuel
costs), the results could be drastically different.

Figure 29 contains all the main overarching features of the optimizations that include coal power plants.
It is immediately obvious that the CO2 emissions are higher than 1990 levels in all three cost scenarios.
Therefore, including coal in the electric power mix without CCS at the assumed cost levels will thwart any
mitigation possibilities. The total system costs are very similar between the different cost scenarios. There
is greater carbon-emissions-free generation in the LRHG scenario compared with the HRLG scenario, but
somewhat surprisingly, the CO2 emissions are higher. This can be explained by the fact that the coal
power plants emit more CO2 per unit of electricity than natural gas and this share changes substantially
between the two scenarios. In other words, the lack of natural gas generation in the LRHG scenario has
negated the carbon mitigation impact of more wind and solar PV generation; while in the HRLG scenario,
less generation comes from wind and solar PV, but more comes from natural gas, hence more CO2 is
mitigated. In all three cases, the curtailment rate is very high, between 16 and 43% of wind and solar PV
generation. The high rate can be attributed to the lack of flexibility available to the coal power plant fleet
to ramp down below 65%. Overall, Fig. 29 paints a bleak picture for carbon mitigation if coal power plants
remain dominant without added flexibility to accommodate wind and solar PV generation. In contrast, with
more flexibility (e.g. ability to gasify the coal and then run as a natural gas combined cycle plant) the coal
power plants could contribute as in dispatchable generators as shown in the geographic scaling study (i.e.
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Figure 29: A summary of results from the optimizations with the addition of coal power plants. We show
all three cost scenarios. From left to right we have: the carbon dioxide emissions from the system relative
to 1990 levels; the total system costs relative to the HRLG with coal scenario; the percentage of carbon-
emission-free generation; and the percentage of curtailment relative to the wind and solar PV generation.
All scenarios emit much more CO2 compared with 1990 levels, the costs are almost identical to each other,
and curtailment is substantial.

replace some of the natural gas power plants). It is worth remembering that the conclusions in the present
paper are all based upon total least cost. Thus, added constraints could enforce desired levels of CO2

reductions at specified levels of cost increases.
Figure 30 shows how dominant coal is as a supplier of electricity in these scenarios. The coal at times

will push wind and solar PV power to be curtailed because it is more cost efficient to waste wind and
solar PV electricity than ramp down the coal plants. The plots also illustrate that the coal plants must
vary their outputs frequently to compensate for the electric load diurnal cycle and variable generation. The
additional ramping of these generation sources will have impacts on the system that are not modeled here
(for example, changing heat rates or efficiency). The ramping of coal plants is more pronounced in the
LRHG scenario than in the HRLG scenario. The extra ramping is due to two factors; first solar PV creates
a midday spike in electric generation and second there is less natural gas in the LRHG scenario and so coal
must compensate. The cost-optimal configurations from Fig. 27 do include 24–46 GW more onshore wind
than was installed by the end of 2012. Moreover, the systems have almost the same installed capacity as
there was in 2012, despite providing ⇠14% more electricity. The primary reason for the lack of increased
capacity is the HVDC transmission system that allows capacity diversity that is not currently possible. The
CO2 emissions are 17–33% higher than those in 2012 from the electricity sector (74).
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(a) Winter, LRHG with coal
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(b) Summer, LRHG with coal
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(c) Winter, HRLG with coal
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(d) Summer, HRLG with coal
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Figure 30: Sample wintertime and summertime dispatch stacks for the Low-cost Renewable High-cost
Natural Gas (LRHG) with coal (a, b) and High-cost Renewable Low-cost Natural Gas (LRHG) with coal
scenarios for the 2007 data year. The vertical axes display the generation and load requirements in GW
and the horizontal axes label the hour of the optimization. The dispatch stacks show the time period of
08:00 UTC January 8th to 16:00 UTC January 16th for winter and the time period of 22:00 UTC June
15th to 06:00 UTC June 24th for summer. Each panel shows the aggregated US electric power sector
generation and demand. The panels illustrate how different the electric power system will need to operate
with the addition of wind and solar PV generation.

3 Summary of Assumptions and Key Model Features

One of the goals of the present paper is to quantify how much of the US electric demand could be met
by wind and solar PV generation if a long-distance HVDC transmission network were overlaid upon the
current US grid. Although locally the prevailing weather conditions may not be conducive for high wind and
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solar power production, the HVDC grid would allow wind and solar PV power to be imported from more
distant locations where excess wind and solar PV power are being generated. The level of penetration of
wind and solar PV power is determined solely on an economic basis; using a cost-sensitive optimization
based on three years of meteorological data at hourly resolution obtained from a state-of-the-art numerical
weather prediction assimilation model on a 13-km grid over the US.

As with all modeling endeavors, the optimization model has key assumptions and features, which are
described in detail throughout these supplemental materials. For the readers’ convenience, we have com-
piled the present section to list some of the most important assumptions and features. Some of the main
features of the optimization model are:

Figure 31: The natural gas power plant siting options in the optimization model. Natural gas plants can be
built at existing natural gas and coal sites.

• Electric load is met or exceeded by the generation at every hourly model time step in every nodal
area.

• The natural gas plants can only be sited at geographic locations that have fossil fuel plants in 2012
(shown in Fig. 31), to ensure that the necessary infrastructure and permitting is in place.

• Utility-scale solar PV is considered, but rooftop solar PV is not. The transmission handling of the
optimization model is high level and does not extend beyond the last busbar before the customers are
reached in each of the 256 nodal areas, where the rooftop solar PV resides. Further, the optimized
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solutions tends to locate solar PV near nodal centers (cities) that can be substituted, in part, by
rooftop solar PV if the cost becomes favorable.

• Indirect costs associated with approval of new generation facilities (legal, environmental, health, etc.)
are not explicitly accounted for. However, the meta-analysis of the cost projections does include
studies that do account for part of these costs.

• Negative externalities often associated with fossil fuel electricity generation are not assigned a cost
in the present model, i.e. no carbon or other emissions tax is applied for the results presented and
discussed in the present paper.

• Hydroelectric generation is dispatched based upon historical monthly average values for the three
data years to account for the seasonal hydrological cycle.

• Nuclear generation is dispatched based on the lowest historical monthly average for the last decade
to be conservative with respect to its production.

• Nuclear and hydroelectric generation is allowed to ramp by small amounts (2.5% and 5%, respec-
tively) around the historical values for numerical stability.

• The modeled system is optimized, having the benefit of load distribution and weather data a priori;
hence the resulting optimization is free from transmission congestion. Market dynamics associated
with capacity-dependent transmission and weather forecast uncertainty are not modeled.

• Within each nodal area, AC electrical losses are simply modeled based on geodesic distance be-
tween generator and node center. The local AC distribution network is not modeled explicitly, but is
assumed to be capable of providing necessary transmission within each nodal area.

• An additional overlay HVDC transmission system is used to transmit power between the 32 regional
market areas. This is done because a) it is the most cost-effective from a capacity (MW-mile) basis
over long distances, b) the associated line losses are significantly lower than with AC transmission,
and c) there are no steady-state stability or other AC phase problems across long distances.

Some of the main assumptions used to build the model are:

• Three cost scenarios are presented in the present paper. All generators available to the optimization
are assumed to have a 30-year service life. The annual plant cost is amortized over its service life
using a real discount rate of 6.6%. The 2025 projection of costs are considered “Low”, present-day
costs are considered “High” and “Mid” is a simple average of these two costs. The natural gas turbine
technology is assumed to be mature and plant cost is not varied between the three cost scenarios.
The natural gas fuel cost is taken from the 2040 high resource, reference, and low resource scenarios
from the EIAs 2013 Annual Energy Outlook. Costs are held constant throughout the optimization
period and across geographic regions.

• The optimization routine provides the single best solution in terms of cost. Numerous solutions exist
that are slightly sub-optimal, but possess very similar features in terms of siting, dispatch, etc.
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• The load-following and planning reserve requirements are identical at all geographic locations.

• Natural gas plants have no ramping constraints in the present paper. However, gas sector ramp rates
were analyzed for the resulting systems and were found to be between 60% / hour up-ramp and 60%
/ hour down-ramp which is well within current combined cycle gas turbine capability.

• There is no pre-determined dispatch order. The cheapest generation sources will be brought online
as needed at each model time step.

• Nuclear, hydroelectric, wind and solar PV generators that existed by the end of 2012 are assumed to
be in-place and operational in all optimization scenarios, which we show in Fig. 32.

• Electricity storage is considered in the optimization model; however, current and projected storage
costs resulted in it never being selected as an option; so it was removed to simplify the description of
the model. Storage is selected if its price is considerably reduced, or other constraints are enforced
(such as carbon mitigation targets etc.).

• Hourly electric load and meteorological data are sufficient to model the electric power system sub-
hourly variability; since the electric grids are on such a large geographic scale.

• The projected load is simply the 2006–2008 load increased by 0.7% per annum. As such, there are
no specific assumptions regarding electric vehicle charging or discharging.

• Social and political constraints on the development of generation plants and transmission are not
considered; other than exclusion from existing protected areas (National Parks, urban areas, wildlife
habitats, shipping lanes. etc.).

• Demand response, load shifting, or future electric load behavior alterations are not accounted for.

The assumptions in the NEWS model are designed to be conservative with respect to the potential
of wind and solar PV to integrate within the electricity system. The 30-year service life with a 6.6% real
discount rate is maintained across three generation cost scenarios that bracket the published projections
(74–85). There are localized cost effects that could result in the optimal resource locations becoming
unattractive for development; possibly reducing the penetration of wind and solar PV. If hydroelectric power
could ramp much more than in the model more wind and solar PV could be integrated as hydro could be
dispatched to balance the load instead of firing natural gas plants, reducing costs overall; thus allowing
other generators to be deployed. Transmission costs clearly will effect the development of wind and solar
PV. In addition, if large amounts of wind and solar are to be developed transmission congestion will need
to be overcome and transmission development will be necessary. On balance, taking into account all of the
effects of the various assumptions, the authors believe the net effect on the results will be small in terms of
the overall penetration for wind and solar PV for a national system. Even storage cannot handle the large
scale variations in wind and solar in the same manner as larger geographic areas can.
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Figure 32: The optimization initial configuration. Existing (2012) wind, solar PV, nuclear and hydroelectric
power plants are shown in the RUC grid space.
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